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Abstract: Recommender systems are a key technology for many applications, such as e-commerce,
streaming media, and social media. Traditional recommender systems rely on collaborative filtering or
content-based filtering to make recommendations. However, these approaches have limitations, such
as the cold start and the data sparsity problem. This survey paper presents an in-depth analysis of
the paradigm shift from conventional recommender systems to generative pre-trained-transformers-
(GPT)-based chatbots. We highlight recent developments that leverage the power of GPT to create
interactive and personalized conversational agents. By exploring natural language processing (NLP)
and deep learning techniques, we investigate how GPT models can better understand user preferences
and provide context-aware recommendations. The paper further evaluates the advantages and
limitations of GPT-based recommender systems, comparing their performance with traditional
methods. Additionally, we discuss potential future directions, including the role of reinforcement
learning in refining the personalization aspect of these systems.

Keywords: conversational recommender systems; context-aware recommenders; generative pre-trained
transformer (GPT); hybrid recommenders; natural language processing (NLP)

1. Introduction

Recommender systems have emerged as indispensable tools in numerous applica-
tions, such as e-commerce [1], streaming media platforms [2], social media [3], energy [4],
behavioral change [5], and personalized content recommendations [6]. These systems
play a pivotal role in alleviating information overload for users by suggesting items that
match their preferences and interests [7]. They mainly act as information filtering tools,
and thus traditional recommender systems have relied on collaborative filtering, content-
based filtering, or hybrid approaches to provide recommendations [8] among huge lists
of options. While these methods have demonstrated effectiveness, they also come with
inherent limitations [9].

In recent years, groundbreaking technology has captured the attention of the research
community and industry alike: generative pre-trained transformers (GPT). These state-
of-the-art deep learning (DL) models have demonstrated remarkable natural language
understanding and generation capabilities. One of the most compelling applications of GPT
technology is the development of GPT-based chatbots, which can engage in human-like
conversations and comprehend the nuances of user queries [10].

The blend of GPT-based chatbots with recommender systems marks an exciting and
transformative shift in the field of personalized recommendations [11,12]. With their ability
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to process vast amounts of textual data and engage users in interactive conversations, GPT-
based chatbots hold the promise of offering recommendations that are not only accurate
but also more contextually relevant and engaging than ever before [13,14]. By leveraging
natural language processing (NLP) and DL techniques, these chatbots can better understand
user intentions and preferences and deliver personalized suggestions that align with
individual tastes and evolving interests [15]. They can also provide new ways of delivering
filtered information to the users, thus improving the quality of the experience for them.

This survey paper aims to provide an in-depth exploration of the paradigm shift
from traditional recommender systems to GPT-based chatbots as recommenders. We aim
to offer a comprehensive review of recent developments and emerging trends in this
exciting domain, shedding light on the potential advantages and challenges associated
with GPT-based solutions. Therefore, the main contributions and unique aspects of our
work include:

• Comprehensive Categorization of Recommender Methods: We provide a compre-
hensive categorization of various methods utilized to integrate GPT-based chatbots
as recommenders. The paper also offers a clear and simplified taxonomy of these
different techniques, enabling readers to easily understand and compare the diverse
approaches employed in the domain of personalized recommendations.

• Simplified Presentation of Previous Study Data: In addition to presenting an overview
of various techniques, we present data obtained from previous studies in a simplified
manner. This simplification facilitates quick comprehension and comparison of the re-
sults of prior research, allowing readers to gain valuable insights into the performance
of different GPT-based chatbot recommenders.

• Recommendations and Future Directions for Research: The survey paper concludes
by providing informed recommendations and future research directions to enhance
the effectiveness of GPT-based chatbots as recommenders. These recommendations are
based on the findings of previous studies, serving as a roadmap for future researchers
seeking to advance the field of personalized recommendations.

By adopting an engineering perspective, we aim to bring a fresh and innovative
approach to the study of recommender systems and GPT-based chatbots, shedding light
on the potential advantages and challenges these emerging technologies pose. Our paper
aims to be a valuable resource for researchers and practitioners seeking to understand
the exciting and dynamic landscape of GPT-based chatbots as recommenders and explore
opportunities for further advancements in personalized recommendations.

In this paper, we aim to address the following key research questions:

• What are the recent developments and emerging trends in leveraging GPT-based
chatbots for personalized recommendations?

• How can GPT models be fine-tuned and adapted to enhance the performance of
recommender systems?

• What are the advantages and limitations of using GPT-based chatbots as recom-
menders compared to traditional collaborative filtering and content-based approaches?

• How can GPT-based chatbots facilitate context-aware and interactive recommenda-
tions, improving user engagement and satisfaction?

• What are the potential real-world applications and case studies demonstrating the
effectiveness of GPT-based chatbots in recommendation scenarios?

Throughout the paper, we will systematically explore these research questions, pro-
viding insights and analyses based on our comprehensive literature review and synthesis
of state-of-the-art techniques.

While our paper primarily focuses on the application of GPT models in recommender
systems, it is important to note that many of the discussed techniques and principles can be
extended to other large language models (LLMs), including open-source alternatives [16–19].
The field of LLMs is rapidly evolving, and we aim to provide a comprehensive under-
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standing of how these powerful models can revolutionize personalized recommendations,
regardless of the specific model architecture or training approach.

The paper continues with a description of the review methodology in Section 2, where
the approach used to gather and analyze the data for this comparative study is outlined.
Next, Section 3 explores traditional recommender systems, while Section 4 delves into
emerging trends focusing on GPT technology. GPT-based chatbots for recommendation
tasks are discussed in Section 5, along with case studies and real-world applications in
Section 6. Section 7 raises several open issues of the emerging recommender systems and
provides future research directions. The paper concludes in Section 8, summarizing key
findings and prospects for GPT-based chatbots in recommender systems.

2. Review Methodology and Taxonomy

A systematic and rigorous literature review was conducted to provide a comprehen-
sive overview of the recent developments in GPT-based chatbots for recommender systems.

2.1. Search Strategy, Inclusion/Exclusion Criteria, and Quality Assessment

Search Strategy: A systematic search strategy was employed to conduct a comprehen-
sive review of GPT-based chatbots as recommenders and identify relevant academic papers
and articles. The search was performed across various reputable academic databases and
more specifically on Google Scholar, Scopus, and IEEE Xplore. Scopus was used first to
get an idea of the volume of publications per year and the domains from which they come.
The initial search parameter employed in Scopus was “TITLE-ABS-KEY (“chatbot” AND
“recommender systems”)”, which returned 134 results. To further narrow down the results,
we added the term (“natural language processing” OR “personalized recommendations” OR
“GPT”), which resulted in 37 papers. The focus was mainly on peer-reviewed academic
journals such as IEEE Xplore, IEEE Transactions, ACM Computing Surveys, AI Magazine
published by Wiley, MDPI AI journal, and open-access articles from Springer. Also, various
pre-print archiving services, such as arXiv, SSRN, and medRxiv, are included in Scopus.
Finally, the search was extended to Google Scholar (with the full query), where we focused
on “Review Articles”. The result set included 310 articles.

Search Criteria: By screening the abstracts, assessing their credibility, and prioritiz-
ing the peer-reviewed sources, we finally selected articles that distinguish the different
approaches of conversational recommender systems and their components. Employing a
snowballing technique, references from selected articles were explored, while iterative re-
finement helped us adjust our search strategies. Figure 1 illustrates the process for selecting
papers for this survey.

Screen 
Abstract

Published in 
Peer-

Reviewed 
Conference/ 

Journal?

Published <5 
years ago AND 

Matches 
Keywords ?

Credible?

Include 
Paper

START

Exclude 
Paper

Exclude 
Paper

No

No

Yes

Yes

END

END

Exclude 
Paper

Yes

No

Figure 1. Flowchart illustrating how papers were systematically selected for the survey.
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Inclusion and exclusion criteria: The criteria for the selected papers were as follows:

• Inclusion criteria

– Focus on GPT-based chatbot applications in the context of recommender systems.
– The publication date should be 2010 or later, focusing on the recently published

articles in 5 years. However, all the resulting papers from Scopus were published
after 2017.

– Relevance to the research objectives, including discussions on technical aspects,
implementation, performance evaluation, and future directions.

– Investigations that provide insights into recent developments in GPT-based chat-
bots for recommender systems.

– Publications available in English.

• Exclusion Criteria

– Literature not related to, or does not focus on the application of GPT-based
chatbots in recommender systems.

– Studies that solely explore GPT-based applications in non-recommendation do-
mains.

– Studies that lack sufficient technical depth.
– Articles not published in English.

After applying the inclusion and exclusion criteria, the remaining papers were selected
for further analysis.

Given the dynamic nature of the field, the review prioritizes recently published articles,
as clearly depicted in Figure 2, ensuring a focus on cutting-edge advancements. Moreover,
the distribution of all papers utilized (i.e., papers that were both reviewed and used for
supporting arguments) by year is as follows: 2004 (1), 2012 (1), 2013 (1), 2015 (3), 2016 (3),
2017 (1), 2018 (2), 2019 (7), 2020 (8), 2021 (6), 2022 (6), 2023 (37), and 2024 (23). While not
delving too deep into each algorithm’s technical intricacies, the review does explore relevant
technical aspects, implementation considerations, and performance evaluations to provide
a balanced understanding of the state-of-the-art GPT-based chatbots as recommenders.

Figure 2. Year of publication of the reviewed papers.

Quality Assessment: The quality of the selected papers was evaluated based on their
relevance, methodological rigor, the impact factor of the journals, and citation counts,
ensuring the inclusion of credible and significant studies.
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The results of our bibliography research are presented in the sections that follow.
Moreover, the overall detailed selection process can be described in a PRISMA flow diagram,
as shown in Figure 3.
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Figure 3. PRISMA flow diagram illustrating the systematic selection process.

2.2. Classification of GPT-Based Chatbots as Recommenders

In this paper, we present a comprehensive conceptual framework, as seen in Figure 4,
that examines the landscape of recommender systems, focusing on the paradigm shift from
traditional methods to GPT-based chatbots as recommenders. The framework is organized
into key sections, each addressing distinct aspects of the research domain:

Recommender Systems (RS)

GPT-Based 
Chatbots 

Emerging Trends Traditional RS

Applications and Case 
Studies

Strengths and 
Weaknesses

 Conversational RS
 Hybrid GPT-Traditional Systems
 Socially-Influenced Recommendations
 Contextualized GPT Recommenders

 GPT Technology
 Multimodal Input (Text, Images, Videos)
 Context-Aware Recommendations
 Explainable AI (XAI) Techniques

 Collaborative Filtering
 Content-Based Filtering
 Hybrid Approaches

 E-Commerce Platforms
 Content Streaming 

Services
 Social Media Integration

 Advantages of GPT-
Based Systems

 Limitations and 
Challenges

Fine-Tuning and 
Implementation

 Prompt Engineering
 Transfer Learning
 Federated Learning

Future 
Directions 

 New GPT Architectures
 Integration of Additional Modalities
 Ethical Considerations

Figure 4. Dimensions of recommender systems.
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• Traditional Recommender Systems: We start by providing an overview of tradi-
tional recommender systems, including collaborative filtering, content-based filtering,
and hybrid approaches. Key techniques used in traditional recommender systems,
such as matrix factorization and singular value decomposition, are explored in de-
tail [20]. Additionally, we address the limitations and challenges faced by traditional
recommender systems, including the cold start problem, data sparsity, and scalabil-
ity issues [21].

• Emerging Trends in Recommender Systems: The respective section introduces GPT
and highlights its transformative capabilities in the field of recommender systems.
It discusses the advantages of GPT-based chatbots over traditional approaches, em-
phasizing their potential to revolutionize personalized recommendations. Moreover,
it explores other emerging trends in recommender systems, such as incorporating
additional data sources from social media and the Internet of Things (IoT), utilizing
multimodal input (e.g., text, images, videos), and leveraging Explainable Artificial
Intelligence (XAI) techniques for enhanced transparency and user trust [22].

• GPT-based Chatbots for Recommendation: Delving deeper into GPT-based chatbots,
the respective section examines their application in recommendation tasks. It presents
numerous examples of GPT-based chatbots in progress, demonstrating their efficacy
in offering personalized suggestions to users. Furthermore, it explores the various
ways GPT can be fine-tuned for enhancing recommendation tasks, including prompt
engineering and transfer learning. A critical analysis of the strengths and weaknesses
of GPT-based chatbots compared to traditional recommender systems sheds light on
their potential impact on the field.

• Case Studies and Real-World Applications: To provide concrete insights, the section
presents specific case studies and real-world applications where GPT-based chatbots
have been employed in recommendation scenarios. These examples showcase the ver-
satility and effectiveness of GPT-powered systems across diverse domains. Through
these case studies, we derive valuable lessons and identify potential avenues for future
research and comparative analysis.

This review paper’s methods and taxonomy aim to thoroughly analyze the field
of GPT-based chatbots as recommenders, considering various subcategories and recent
advancements while maintaining a broader understanding of the technical foundations
that underpin these novel systems.

3. Traditional Recommender Systems

In the realm of personalized recommendations, traditional recommender systems have
played a foundational role, shaping the way users discover and engage with content across
various domains. These systems, rooted in well-established methodologies, have been
instrumental in alleviating the challenges posed by information overload and assisting
users in navigating through the vast sea of choices [23]. Traditional recommender systems,
commonly categorized, as shown in Figure 5, into collaborative filtering, content-based
filtering, and hybrid approaches, have been the cornerstone of many recommendation
platforms [24]. They operate based on historical user-item interactions, content attributes,
or a combination of both to deliver tailored suggestions to users [25].

Collaborative filtering is a widely used technique in traditional recommender systems.
It leverages the collective behavior of users to make recommendations [26,27]. It analyzes
the similarities and patterns in user-item interactions to identify items that are likely to be
of interest to a particular user [23,28,29]. Content-based filtering, on the other hand, focuses
on the characteristics of the items themselves [30,31]. It recommends items to users based
on the similarity between the content attributes of items and the users’ preferences [25,32,33].
Hybrid approaches combine both collaborative and content-based filtering techniques to
overcome the limitations of each approach and provide more accurate recommendations [34].
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Figure 5. Basic diagram and classification of traditional recommender systems based on the user and
content relation.

However, traditional recommender systems still have many open challenges. One of
the key challenges is the cold start problem [25,35,36], scalability [34,37,38], and data spar-
sity [35,39,40]. To address these challenges, researchers have proposed various solutions.
For example, some studies have focused on improving the accuracy of recommendations by
incorporating additional information, such as user demographics or item features [41,42].
Others have explored the use of parallelization techniques, such as Apache Spark, to en-
hance the scalability of recommender systems [34,43]. Additionally, efforts have been
made to evaluate the quality of traditional recommender systems through user studies and
simulation frameworks [44,45].

In the subsequent sub-sections ahead, we will delve into the intricacies of these tradi-
tional methods, uncovering the techniques that underpin their functioning and critically
examining their strengths and limitations. This comprehensive understanding will serve as
a backdrop for our exploration of the transformative potential of GPT-based chatbots in
ushering in a new era of personalized recommendations that transcend the constraints of
traditional approaches.

3.1. Types of Traditional Recommender Systems

Traditional recommender systems encompass a spectrum of methodologies, each
tailored to address specific recommendation challenges. By understanding these types, we
gain insights into the diverse strategies employed in the quest for enhancing user experiences:

• Collaborative Filtering: Collaborative filtering hinges on the collective behaviors
of users to generate recommendations. User-based collaborative filtering identifies
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users with similar preferences and suggests items enjoyed by others with similar
preferences. On the other hand, item-based collaborative filtering identifies similarities
among items and recommends those often favored by users who prefer a given
item. The strengths of collaborative filtering include its ability to capture complex
user preferences and adapt to evolving tastes, solely using the implicit or explicit
preferences of users for items captured in a rating or interaction matrix. However,
collaborative filtering can face challenges when dealing with sparse data and the cold
start problem for new users or items [41,46–49].

• Content-Based Filtering: Content-based filtering centers on the intrinsic character-
istics of items and users’ historical preferences. By analyzing attributes like item
descriptions, genres, and user profile information, this approach can make informed
recommendations even when user-item interactions are limited. Content-based filter-
ing excels at tackling the cold start problem, enabling accurate suggestions for new
items. However, it may struggle to introduce users to novel or unexpected options
due to its reliance on historical preferences [25,41,46,47,50,51].

• Hybrid Approaches: Hybrid recommender systems combine the strengths of collab-
orative and content-based filtering to deliver more accurate and diverse recommen-
dations. Rule-based hybrids blend results from multiple recommendation techniques,
optimizing their combined benefits. Model-based hybrids integrate different methods
within a single model, learning to balance their contributions. Hybrid approaches seek
to mitigate the limitations of individual methods, offering improved recommendation
quality. However, designing effective hybrid solutions requires careful consideration of
model complexity, data availability, and domain-specific challenges [41,46,47,51–53].

3.2. Key Techniques in Traditional Recommender Systems

Behind the scenes of traditional recommender systems are foundational techniques
that drive recommendation generation and enhance user experience satisfaction. These
techniques and algorithms are briefly presented in the following:

• Matrix Factorization: Matrix factorization involves decomposing the user-item in-
teraction matrix into latent factor matrices. By capturing hidden patterns within
the data, matrix factorization uncovers relationships between users and items. This
technique enables accurate prediction of missing values, facilitating personalized rec-
ommendations. Matrix factorization methods include singular value decomposition
(SVD), non-negative matrix factorization (NMF), and probabilistic matrix factorization
(PMF) [23,54,55].

• Singular Value Decomposition: SVD is a widely used matrix factorization technique
in recommender systems. It decomposes the user-item interaction matrix into three
matrices: the user matrix, the item matrix, and a diagonal matrix of singular values.
The resulting latent factors represent user preferences and item attributes. SVD-based
methods offer interpretability and reveal underlying dimensions driving user-item
interactions [54].

• Other Techniques: Traditional recommender systems extend beyond matrix factoriza-
tion to encompass various techniques. Nearest-neighbor methods leverage user/item
similarity metrics to make recommendations based on the preferences of similar users
or items. Bayesian models combine user preferences with item attributes to pre-
dict preferences. Clustering algorithms group users or items with similar behaviors,
facilitating recommendation generation [55–57].

3.3. Limitations and Challenges

While traditional recommender systems have proven valuable, they encounter inher-
ent limitations that need further attention.

• Cold-start Problem: The cold start problem surfaces when new users or items lack
sufficient interaction history for accurate recommendations. Traditional systems
struggle to make relevant suggestions in such scenarios, hindering user satisfaction.
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Solutions involve leveraging auxiliary data sources or employing hybrid methods to
alleviate this challenge [25,41].

• Scalability Issues: As user bases and item catalogs expand, the scalability of tra-
ditional recommender systems becomes a concern. Processing large datasets and
maintaining real-time responsiveness demand efficient algorithms and distributed
computing frameworks [34].

• Lack of Personalization: Content-based filtering can lead to over-personalization,
where users are confined within their existing preferences, missing out on serendipi-
tous discoveries. Collaborative filtering might fail to capture fine-grained individual
tastes, resulting in less precise recommendations. Striking a balance between diversity
and relevance remains a persistent challenge [25].

To provide a comprehensive understanding of these systems, we present Table 1,
which offers a detailed comparison of key aspects of collaborative filtering, content-based
filtering, and hybrid approaches. This table highlights various dimensions, including the
technique used, strengths, challenges, scalability, interpretability, diversity, adaptability,
novelty, data requirements, and recommendation explanation.

Table 1. Comparison of traditional recommender systems.

Aspect Collaborative Filtering Content-Based Filtering Hybrid Approaches

Technique User/item similarity Item characteristics Combines both

Strengths
Captures complex user
preferences, adapts to

evolving tastes

Tackles cold start problem,
provides accurate suggestions for

new items

Balances collaborative and
content-based filtering,

offers improved
recommendation quality

Challenges Sparse data, cold start problem
for new users/items

Limited novelty, reliance on
historical preferences

Model complexity,
data availability,

domain-specific challenges

Scalability
Scales well with large user/item

datasets, can be parallelized
for efficiency

Scalable to large item catalogs,
efficient for large datasets

Scalability depends on
hybridization

approach, complexity

Interpretability User behavior-driven, harder to
explain recommendations

Easy to explain based on item
attributes

Interpretability varies based on
hybrid approach

Diversity
Can struggle to provide diverse
recommendations, may lead to

filter bubbles

Offers diverse recommendations
based on item attributes

Aims to balance diversity
and relevance

Adaptability Adapts to evolving user
preferences over time

Less adaptable to changing user
tastes

Adaptability depends on
hybridization approach

Novelty Might not recommend entirely
new items to users

More likely to introduce users to
novel options

Strives for a balance between
familiarity and novelty

Data Requirements Relies on historical user-item
interactions

Requires item attribute data and
user preferences

Data requirements vary based on
hybrid approach

Explanation May lack explainability in
recommendations

Can provide clear explanations
based on item attributes

Explanation varies based on
hybrid approach

Handling Sparsity Sensitive to data sparsity issues Less sensitive to data sparsity,
thanks to item attributes

Handling sparsity depends on
hybridization approach

4. Emerging Trends in Recommender Systems

Recommender systems are constantly improving as user needs change and technol-
ogy advances. New techniques are replacing old ones and transforming personalized
recommendations. Recommender systems have made significant progress lately, driven
by emerging trends that go beyond incremental improvements. These trends leverage
cutting-edge technologies and novel approaches to deliver more accurate and engaging
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recommendations. From harnessing the prowess of GPT to embracing multimodal input,
the following sections highlight the transformative potential of these emerging trends in
recommender systems.

4.1. Introduction to GPT and Its Capabilities

The advent of GPT has marked a pivotal moment in NLP and artificial intelligence
(AI). GPT models, particularly GPT-3 and GPT-4, are pre-trained on massive text corpora,
enabling them to learn intricate language patterns, nuances, and semantics. This pre-
training equips GPT models with the ability to generate coherent and contextually relevant
text, making them valuable tools in conversational contexts. The generative capacity
of GPT opens doors to crafting dynamic and engaging interactions with users. In the
context of recommender systems, GPT’s capabilities extend beyond static recommendations,
transforming interactions into personalized, insightful conversations that mirror human
communication [58–60].

4.2. Overview of GPT-Based Chatbots and Their Advantages

GPT-based chatbots represent a fusion of NLP and recommendation technology, revo-
lutionizing how recommendations are delivered. These chatbots engage users in natural,
human-like conversations, enhancing user interaction and personalization. Leveraging
GPT’s language generation ability, chatbots can offer real-time responses, comprehend
user preferences expressed in natural language, and adapt recommendations within the
flow of conversation. This dynamic interaction results in an immersive user experience
where recommendations seamlessly integrate into dialogues, enhancing user engagement
and satisfaction [59,60].

4.3. Beyond Item Descriptions and User Profiles: Incorporating Additional Data Sources

Modern recommendation platforms are venturing beyond traditional data sources to
encompass a broader spectrum of user behaviors and preferences. By integrating data from
social media interactions, IoT devices, location-based services, and more, these systems gain
a holistic view of user context. This contextual understanding empowers recommender
systems to deliver recommendations that resonate with users’ real-world experiences.
For instance, a user’s social media activities (e.g., likes, comments, reviews) can unveil
preferences not explicitly expressed, enriching the recommendation process [60].

4.4. Embracing Multimodal Input for Enhanced Recommendations

The digital landscape is increasingly multimodal, featuring a fusion of text, images,
and videos. This trend has prompted recommender systems to expand their scope beyond
text-only interactions. By analyzing and interpreting visual content, these systems gain
insights into users’ aesthetic preferences and visual interests. The incorporation of images
and videos augments recommendation accuracy and relevance, offering users a more
comprehensive and immersive experience [60].

One of the most prominent applications of multimodal recommendation lies in the
synergy between visual and textual data. Consider an e-commerce platform where users
seek fashion recommendations. By analyzing both textual descriptions and images of
products, recommendation algorithms can gauge users’ aesthetic preferences, color choices,
and style inclinations. This fusion enables more accurate and appealing suggestions,
leading to heightened user satisfaction and increased engagement [61].

Beyond fashion, the biomedical field exemplifies how multimodal recommendation
can revolutionize industries. Imagine a medical diagnosis platform where healthcare
professionals seek assistance in identifying diseases. By combining textual patient history
with medical images, such as X-rays or MRI scans, the system can deliver precise diagnostic
recommendations. This multimodal approach enhances diagnostic accuracy, reduces
human error, and accelerates patient care, underscoring the transformative potential of
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multimodal recommendation in critical domains [62,63]. There are several other modalities
that could benefit and create multiple opportunities to be carried out, as depicted in Figure 6.
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Figure 6. Potential multimodal biomedical AI data modalities and opportunities.

4.5. Leveraging XAI Techniques

As recommendation algorithms grow in complexity, understanding the rationale be-
hind generated recommendations becomes crucial. Traditional recommendation models,
while effective, often operate as black boxes, leaving users with little insight into the rea-
soning behind their recommendations. This opacity raises concerns about bias, fairness,
and accountability. XAI techniques address the opacity often associated with complex mod-
els, enabling users to comprehend the rationale behind suggestions and fostering a sense of
transparency and trust. They unveil the inner workings of the model, providing a clear line of
sight into how recommendations are determined. By doing so, users are empowered to make
informed decisions and have deeper engagement with the recommendation process [61].

4.5.1. Techniques for Transparent Recommendations

XAI encompasses a spectrum of techniques, each aimed at revealing different facets of
recommendation generation. Feature attribution methods highlight the influence of specific
user-item interactions or attributes on the final recommendations. Model visualization
tools provide intuitive representations of complex models, offering users a graphical un-
derstanding of the decision landscape. Rule-based explanations generate human-readable
rules that describe how recommendations are generated based on input features [61].

4.5.2. Enhancing User Trust and Interaction

Integrating XAI techniques goes beyond mere transparency; it fosters user trust and
interaction. When users comprehend the logic behind recommendations, they are more
likely to engage with and act upon them. Transparent explanations lend a sense of legiti-
macy to recommendations, making users feel valued and understood. This user-centric
approach not only enhances the recommendation experience but also cultivates a long-term
relationship between users and the recommendation platform [22,61].
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4.5.3. Addressing Bias and Ethical Considerations

XAI techniques also play a pivotal role in addressing ethical concerns related to
recommendation algorithms. They allow for detecting and mitigating biases that may
emerge from historical data. Through transparent insights, XAI enables the identification
of biased patterns and the implementation of fairness-aware models that strive to provide
equitable recommendations for all users [61]. Fairness in recommendations ensures that
users are not subjected to discriminatory or biased outcomes. Several approaches have
been proposed to tackle this issue. Authors in [64] introduced the study of fairness in multi-
armed bandit problems, where fairness demands that a worse applicant is never favored
over a better one. The work presented in [65] emphasized the importance of providing
personalized fair recommendations to satisfy users’ personalized fairness demands. They
highlighted the need to address potential unfairness problems in recommendations and
provide personalized fairness based on users’ preferences. Additionally, fairness issues
on the user side have been less studied in recommender systems, and it is important to
consider fairness from different perspectives, including user-side, item-side, or seller-side.
Techniques such as adding fairness constraints to the learning objective and assessing
fairness through different metrics have been explored. Advancing from associative fairness
notions to causal fairness notions has also been proposed to assess fairness more properly
in recommender systems [65]. These approaches aim to ensure that recommendations are
fair, unbiased, and equitable for all users, addressing the ethical considerations associated
with recommendation algorithms.

4.5.4. Balancing Complexity and Interpretability

While XAI techniques offer transparency, there is a delicate balance to strike between
model complexity and interpretability. As models grow in sophistication, explanations can
become intricate. Achieving a meaningful level of transparency without oversimplifying
the model’s intricacies is an ongoing challenge. Striking this balance ensures that recom-
mendations remain insightful and actionable without sacrificing the benefits of advanced
recommendation methodologies [61].

Overall, in Table 2, we summarize the emerging trends in recommender systems,
highlighting their descriptions, applications, benefits, and corresponding references. These
trends represent the forefront of recommender system research, leveraging advanced
technologies and novel approaches to enhance user experiences. From GPT-based chatbots
that enable dynamic and personalized interactions to the incorporation of multimodal
recommendations that analyze both text and visual content, these trends offer exciting
possibilities for the future of recommendation technology.

Table 2. Emerging trends in recommender systems.

Trend Description Applications and Benefits Reference Works

GPT-Based Chatbots
Integration of GPT models into
chatbots for dynamic and
personalized interactions.

Enhanced user engagement,
natural language conversations,
and immersive recommendation
experiences.

[59,60]

Multimodal Recommendations Incorporation of visual content
analysis into recommendations.

Improved recommendation
accuracy, relevance, and user
experience, especially in domains
like e-commerce and healthcare.

[60,61]

Contextual Understanding

Utilization of contextual
information from diverse sources,
including social media and
IoT data.

Recommendations aligned with
users’ real-world experiences,
expanding the scope beyond
historical preferences.

[60]
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Table 2. Cont.

Trend Description Applications and Benefits Reference Works

XAI Techniques
Implementation of XAI techniques
for transparent and trustworthy
recommendations.

User trust, fairness, bias
mitigation, and ethical
considerations addressed,
fostering informed
decision-making.

[22,61,64,65]

5. GPT-Based Chatbots for Recommendation

In the dynamic landscape of recommender systems, a transformative shift is unfolding
with the integration of GPT into conversational agents or recommenders. This section
delves into the intersection of advanced NLP and recommendation technology, elucidating
how GPT-based chatbots are reshaping user engagement by seamlessly fusing language
fluency with personalized suggestions.

This exploration begins with an examination of the GPT model’s fine-tuning tech-
niques tailored for recommendation tasks. We delve into prompt engineering, a process
of linguistic calibration that leverages GPT’s linguistic capacity to enhance personalized
recommendations. Furthermore, we delve into the domain of transfer learning, exploring
how GPT models integrate pre-existing knowledge with recommendation complexities to
produce sophisticated recommendations.

5.1. Fine-Tuning GPT for Recommendation Tasks

Fine-tuning is a process that involves further training of a generic pre-trained language
model, such as GPT, on a specific task or domain to improve its performance. It allows
the model to learn from specific recommendation datasets, enabling it to understand the
nuances of user preferences and generate more accurate suggestions [58,66].

Prompt engineering is a crucial aspect of fine-tuning GPT models for recommendation
tasks. It involves designing effective prompts or input formats that elicit the desired
recommendation outputs [58]. By carefully crafting prompts, we can guide the model to
generate recommendations that align with user preferences and context, enhancing the
relevance and personalization of GPT-based recommendations.

Transfer learning is another important technique for fine-tuning GPT models for rec-
ommendation tasks. It involves infusing pre-trained knowledge from large-scale language
models into the recommendation context [58]. By leveraging the pre-trained knowledge,
GPT models can benefit from understanding language patterns and semantics, enabling them
to generate more coherent and contextually relevant recommendations. Transfer learning
enhances the performance and adaptability of GPT-based recommendation models [59,67].

Federated learning is a collaborative training approach that can be applied to GPT-
based models for enhanced recommendations [68], especially in a multi-user/multi-agent
setup. In federated learning, multiple GPT models are trained on different local datasets
from various sources, and the knowledge is shared and aggregated to improve the overall
recommendation performance. This collaborative training allows GPT-based recommen-
dation models to learn from diverse data sources while preserving privacy and security.
Federated learning enables the creation of more robust and comprehensive recommenda-
tion models [68].

By exploring these fine-tuning techniques, GPT-based recommendation models can
be optimized for recommendation tasks, providing personalized and context-aware sug-
gestions to users. These techniques enhance the linguistic abilities of GPT models, infuse
pre-trained knowledge, and enable collaborative training, ultimately improving the quality
and effectiveness of recommendations.
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5.2. Context-Aware Recommendations with GPT-Based Chatbots

GPT models have demonstrated the ability to comprehend conversational nuances
and generate responses that align with ongoing interactions [69]. By utilizing this con-
text understanding, GPT-based chatbots can provide recommendations tailored to the
conversation, enhancing the user experience and engagement.

To achieve context-aware recommendations, GPT-based chatbots can adapt their sug-
gestions based on the evolving user context [70]. By continuously analyzing the conversa-
tion and understanding the user’s preferences and needs, the chatbot can offer personalized
recommendations relevant to the specific context at hand. This dynamic adaptation ensures
that the recommendations remain timely and enhance user satisfaction and engagement.

Several techniques have been proposed to enhance context-aware recommendations
with GPT-based chatbots. For instance, diversity-promoting objective functions can be
employed to generate more diverse and interesting responses, thereby expanding the
range of recommendation options for users [69]. Additionally, personalization techniques,
such as incorporating user-specific information and preferences, can further enhance the
context-awareness of the recommendations [70].

Integrating context-aware recommendations with GPT-based chatbots opens up new
possibilities for personalized and engaging interactions. By leveraging the inherent context
understanding of GPT models and crafting recommendations that align with ongoing
conversations, GPT-based chatbots can provide users with more relevant and tailored sug-
gestions. This context awareness enhances the user experience, increases user satisfaction,
and fosters a deeper level of engagement.

5.3. Comparative Analysis: GPT-Based Chatbots vs. Traditional Recommender Systems

GPT-based chatbots offer several advantages in personalized interactions. Firstly,
they leverage the power of language models, such as GPT, to generate responses that
are fluent, coherent, and contextually relevant [69]. This linguistic ability enhances the
quality of recommendations and provides a more engaging user experience. Addition-
ally, GPT-based chatbots have the potential to understand conversational nuances and
adapt recommendations based on ongoing interactions, leading to more personalized and
tailored suggestions.

However, GPT-based chatbots also have limitations and areas for potential improve-
ment. One limitation is their tendency to generate generic or safe responses that lack
specificity [69]. This can impact the diversity and novelty of recommendations, as the
chatbot may tend to provide common or generic suggestions. Another challenge is the
fine-tuning process, which requires a substantial amount of labeled data for training the
model on specific recommendation tasks. Obtaining large-scale labeled datasets can be
resource-intensive and time-consuming.

To assess the impact of GPT-based chatbots on recommendation accuracy and user sat-
isfaction, various evaluation metrics can be employed. Traditional recommender systems
have been evaluated using metrics such as precision, recall, and mean average preci-
sion [23]. These metrics can be adapted to evaluate the performance of GPT-based chatbots
in generating accurate and relevant recommendations. Additionally, user satisfaction can
be measured through user surveys, feedback, and user engagement metrics to gauge the
effectiveness and user acceptance of GPT-based chatbot recommendations.

6. Case Studies and Real-World Applications

Using ChatGPT as a recommender system involves leveraging its NLP capabilities
to provide personalized recommendations to users. Instead of just generating text-based
responses, ChatGPT can analyze user preferences, interests, and contextual information
from conversations to suggest products, services, content, or actions that align with the
user’s needs [10]. This approach goes beyond traditional recommendation algorithms by
enabling more interactive and human-like interactions, resulting in more accurate and
engaging recommendations tailored to individual users.
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In recent years, there has been a growing interest in AI-driven conversational agents
for personalized recommendations. These agents, often powered by advanced language
models like GPT-3, can understand and respond to user queries more naturally and context-
awarely. This enables them to gather richer information about user preferences, behaviors,
and intents through conversations, leading to more accurate and personalized recommen-
dations. Traditional recommendation systems often rely on user behavior and historical
data, which can limit capturing the full spectrum of user interests. AI-driven conver-
sational agents can engage users in dynamic conversations, asking clarifying questions
and understanding nuances, allowing them to provide recommendations that align with
users’ real-time needs and preferences. This trend represents a shift towards more interac-
tive and human-like recommendation experiences, ultimately enhancing user satisfaction
and engagement.

Due to the increasing interest in AI-driven conversational agents for personalized
recommendations, this section will review relevant works that showcase real case studies of
utilizing ChatGPT as a recommender system. These case studies highlight how ChatGPT’s
capabilities have been harnessed to create more interactive, context-aware, and human-like
recommendation experiences, contributing to the evolution of recommendation systems
beyond conventional approaches. By examining these practical implementations, we
can gain insights into the effectiveness and potential challenges of using ChatGPT for
personalized recommendations in various domains.

6.1. Applications

In the upcoming sub-section, we will delve into the various applications that emerge
from utilizing ChatGPT as a recommender system. This examination will illuminate the
wide range of contexts and industries in which ChatGPT’s abilities have been successfully
utilized to offer individualized and captivating recommendations.

6.1.1. Book Recommendation

Chatbots have gained significant popularity as a growing method for delivering imme-
diate assistance to library patrons [71]. Thus, authors in [72] discussed how the changing
landscape of LLMs, such as GPT, has brought new life to various fields, leading to a fresh
look at conventional scenarios and unveiling novel opportunities. Focusing on ChatGPT,
the study pioneered the infusion of LLM technology into book resource comprehension
and recommendation. A novel framework called BookGPT was developed, deploying
ChatGPT for three distinctive book recommendation tasks: book rating recommendation,
user rating recommendation, and book summary recommendation. The paper discussed
BookGPT’s strengths and limitations within book recommendation scenarios through
meticulous evaluation and comparative analysis with established recommendation models.
Notably, BookGPT demonstrated promising results in classic book recommendation tasks,
excelling in situations with limited target information. Moreover, BookGPT outperformed
manual editing methods in book summary recommendation and exhibits proficiency in
generating personalized, interpretable content recommendations grounded in reader at-
tributes. The study concluded by releasing datasets and code, inviting further exploration
of LLMs’ applications and theoretical research in book recommendations and beyond.

Likewise, the paper discussed in [73] centered on creating a specialized chatbot for the
Zayed University Library in the UAE. This chatbot, named Aisha, was implemented using
Python and the ChatGPT API. Its primary objective was to offer swift and effective refer-
ence and support services to students and faculty beyond the library’s usual operational
hours. The project served as an exploration of the potential of a ChatGPT-powered bot
within academic libraries. It offered valuable insights into the future of AI-driven chatbot
technology in this specific context.



Big Data Cogn. Comput. 2024, 8, 36 16 of 28

6.1.2. Nutrition Recommendation

The correlation between low socioeconomic status (SES) and insufficient nutrition
during pregnancy is associated with health disparities and adverse outcomes, including a
heightened likelihood of preterm birth, low birth weight, and intrauterine growth restric-
tion. AI-powered computational agents have significant potential to address this concern by
providing nutritional guidance or suggestions to individuals with diverse levels of health
literacy and varying demographic backgrounds. In light of this, Tsai et al. [74] conducted
an initial investigation into developing a GPT-powered AI chatbot named NutritionBot,
assessing its potential impact on pregnancy nutrition recommendations. The authors took
a user-centered design approach to define the target user persona and collaborated with
medical professionals to co-create the chatbot. They seamlessly integrated their proposed
chatbot with ChatGPT to generate personalized pregnancy nutrition recommendations
tailored to the patient’s lifestyle.

6.1.3. Healthcare Recommendations

Due to ChatGPT’s capability to offer human-like responses to intricate inquiries, it
holds the potential to serve as an easily accessible resource for medical guidance sought
by patients. Nonetheless, the extent to which it can aptly and equitably address medical
inquiries remains a subject of exploration. In [75], the authors engaged ChatGPT with
96 vignettes involving requests for advice across diverse clinical contexts, medical histo-
ries, and social characteristics. They investigated the responses regarding their clinical
appropriateness in alignment with established guidelines, the nature of recommendations
provided, and the consideration of social factors. Remarkably, 93 out of 96 (i.e., 97%)
responses were deemed appropriate and adhered to clinical guidelines without explicit
violations. However, recommendations in response to advice-seeking queries were mainly
absent. Notably, 53 responses (i.e., 55%) explicitly accounted for social factors such as race
or insurance status, which sometimes led to modifications in clinical recommendations.

The paper in [76] presents XrayGPT, a novel conversational medical vision-language
model. This model can answer open-ended questions about chest radiographs using a
simple linear transformation to align medical visual encoders (MedClip) with a LLM named
Vicuna. This alignment enables the model to excel in understanding radiographs and medi-
cal domain knowledge. To boost the performance of LLMs in the medical field, the authors
generated 217,000 high-quality summaries from free-text radiology reports, which were
used to fine-tune the model. This approach opens up new avenues for advancing the
automated analysis of chest radiographs.

6.1.4. Hotel Recommendation

Recommender systems have evolved into crucial tools within the hotel hospitality
industry, molding individualized guest experiences. There are now more opportunities
to improve these systems by leveraging recent developments in LLMs like ChatGPT and
persuasive technologies. The research presented in [77] examined the incorporation of
ChatGPT and compelling technologies to elevate hotel hospitality recommender systems.
The study initially delved into ChatGPT’s adeptness in comprehending and generating
human-like text, focusing on context-aware recommendations. The incorporation of Chat-
GPT into recommender systems was investigated, and this included user preference re-
search, information obtained from online evaluations, and the development of tailored
suggestions based on guest profiles.

Furthermore, the study also looked at how persuasive technology might influence
user behavior and boost the impact of hotel recommendations. Strategies such as social
proof, scarcity, and personalization were examined for their ability to influence user choices
and desired behaviors. A pilot study examined how user engagement, satisfaction, and con-
version rates were affected by ChatGPT and persuasive strategies. This study featured
a hotel recommender system as a case study. The preliminary results highlighted these
technologies’ potential to improve guest experiences and business performance. Overall,
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this research contributed to the hotel hospitality field by delving into the complementary re-
lationship between language models and persuasive technology, with positive implications
for guest satisfaction and revenue outcomes.

6.1.5. Emotion Aware Recommendations

The field of research pertaining to emotion aware recommender systems (EARS) is
characterized by its intricate and multifaceted nature, striving to offer personalized recom-
mendations based on users’ emotional preferences. The study presented in [78] emphasized
the employment of a GPT NLP database, mainly focusing on ChatGPT, to identify affective
attributes and generate affective indices. The affective index indication (AII) methodology
evaluates human emotions by quantifying them into probability values. This technique
has evolved through multiple iterations involving techniques like word lists, machine
learning (ML) algorithms, and lexicon-based methods. Nonetheless, there remains a need
for additional research endeavors to bolster the precision and reliability of models aimed at
detecting, categorizing, and predicting emotions.

ChatGPT can offer a probabilistic assessment of the affective index, enabling the esti-
mation of probabilistic values associated with Ekman’s fundamental six human emotions,
happiness, sadness, anger, fear, surprise, and disgust, within a given subjective passage.
By measuring the resemblance between an affective index and a set of affective indices
using a similarity metric, an AII list is generated, depicting the extent of similarity in affec-
tive indices between the reference object and its peers. This similarity score can be applied
in various recommendation scenarios, encompassing collaborative-based, content-based,
contextual-based, decision-based, and hybrid-based recommendation approaches [78].

Table 3 provides an overview of recent GPT-based chatbots employed as recommender
systems across different domains and applications.
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Table 3. Summary of recent GPT-based chatbots utilized as recommender systems in various applications.

Work Approach Dataset Application Performance Advantage/Limitation

BookGPT [72] (2023) Douban, Wenxin and ChatGPT 3.5 N/A Online Shopping Book recommendation

BookGPT shows promise in multiple
types of recommendation tasks,
displaying a wide range of utility within
the book recommendation ecosystem.

Aisha [73] ChatGPT API Education Library Developing of the chatbot and discussing
its perceived capabilities and limitations.

Pioneering application of ChatGPT-based
chatbot technology in academic libraries,
specifically for Zayed University Library
in the United Arab Emirates.

[74] (2023) NutritionBot: a GPT-powered chatbot Data retrieved using the model of
ChatGPT 3.5 Legacy Healthcare Produce nutrition advice for users

This study successfully integrated
ChatGPT into NutritionBot, enabling the
chatbot to generate pregnancy nutrition
advice tailored to the patients’ lifestyles,
indicating the feasibility of using
language models in healthcare
applications.

[75] (2023) ChatGPT N/A Healthcare
97% of the responses were considered
suitable and did not explicitly breach
clinical guidelines.

The study utilized three distinct clinical
scenarios, and the responses generated by
ChatGPT may not be broadly applicable
to other clinical contexts.

XrayGPT [76] (2023) GPT-4 Healthcare Chest Radiographs Summarization

XrayGPT scored 82% in this evaluation
compared to the baseline’s 6%, further
highlighting its superior performance in
generating radiology-specific summaries.

Developing a conversational medical
vision-language model named XrayGPT.
This model is designed to analyze and
answer open-ended questions about chest
radiographs, bridging the gap between
large vision-language models and
specialized medical applications.

[77] (2023) ChatGPT N/A Hospitality Overall enhanced hotel guest experience.

This study investigated the integration of
a hotel recommender system with
ChatGPT, aiming to assess how this
integration affected user engagement,
satisfaction, and conversion rates.

[78] (2023) GPT-3 N/A EARS Employing ChatGPT with conventional
recommender system approach.

The paper proposed an approach that
advocates for a separation of
responsibilities. In this approach, users
safeguard their emotional profile data,
while EARS service providers abstain
from retaining or storing this type of data.
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6.2. Case Studies

This subsection delves into a collection of case studies exploring how ChatGPT has
been employed to enhance recommendation strategies, foster engagement, and drive user
satisfaction in various industries and contexts. These case studies give us insights into the
transformative power of fusing state-of-the-art language models with recommendation
systems, illuminating the path toward more intelligent and empathetic user interactions.

The study discussed in [79] established a benchmark to assess the effectiveness of
ChatGPT in recommendation tasks while also comparing its performance against conven-
tional recommendation models. The process of utilizing ChatGPT for recommendation
tasks, depicted in Figure 7, comprises three sequential steps:

1. Prompt Construction: Tailored prompts are devised following the distinct attributes
of the recommendation tasks at hand.

2. Input for ChatGPT: These constructed prompts are furnished as inputs to the Chat-
GPT model. In response, ChatGPT generates recommendation outcomes in alignment
with the guidelines stipulated within the prompts.

3. Refinement of the Output: Within the refinement module, the recommendations
generated by ChatGPT are examined and improved. The user is then given the final
suggestion results, which are the refined results.

Rating 
Prediction Sequential Direct

Review 
Summarization

Explanation 
Generation

Accuracy-oriented

Explainability-oriented

Recommendation tasks

ChatGPT as a 
recommender system

Recommendation datasets

User 
profile

Item 
attributes

User-item 
interactions

Refining outputTask description

Formulating 
prompts

Behavioral 
integration

Formatting cue

Evaluating output

Objective 
evaluation

Human 
evaluation

Output refinement 
and evaluation

Figure 7. Overview of the sequence of steps for employing ChatGPT to execute five recommendation
tasks and evaluate recommendations’ quality.

To evaluate ChatGPT’s capabilities as a recommender system, the researchers con-
ducted comprehensive experiments using a real-world Amazon dataset. The results of
these experiments revealed that ChatGPT excels in rating prediction tasks but demonstrates
subpar performance in sequential and direct recommendation tasks [79]. This implies the
need for additional research and skill development in these areas. Despite its shortcom-
ings, ChatGPT outperformed cutting-edge human evaluation techniques for explainable
recommendation tasks, highlighting its ability to produce summaries and explanations that
support recommendations.

Furthermore, GPT4Rec, an innovative and adaptable generating framework inspired
by search engines, was introduced by Li et al. [80]. The framework’s process involves
generating speculative search queries based on the titles of items in a user’s history, which
are then employed to retrieve recommended items through query-based searching. This
approach overcame limitations by learning user and item preferences within the language
space. A method for multi-query generation was proposed, incorporating beam search to
effectively capture user interests across varying aspects and levels of detail, thus enhancing
both relevance and diversity. The resulting queries can be used to suggest cold-start items
that serve as naturally interpretable renderings of user interests. With a 75.70% and a
22.20% improvement in Recall@K on the 5-core Amazon review dataset, the framework
outperformed state-of-the-art techniques. It was achieved by using and employing the
GPT-2 language model and the BM25 search engine. Further experiments indicated that
multi-query generation with beam search enhances item diversity and coverage of a user’s
interests. The framework’s adaptability and the interpretability of generated queries were
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explored through qualitative case studies. In addition, Gao et al. [2] presented a new
method known as Chat-Rec that makes use of LLMs to create conversational recommender
systems. This method converts user profiles and past interactions into prompts. Through
contextual learning, Chat-Rec demonstrated its efficiency in deciphering user preferences
and creating links between customers and items, boosting the interactive and explanatory
elements of the recommendation process. Notably, the Chat-Rec architecture enables the
integration of prompt-based information into LLM-enabled management of cold-start
scenarios with new items while transferring user preferences to a variety of products for
cross-domain recommendations. In real-world tests, Chat-Rec significantly improved top-k
recommendation results and excelled at zero-shot rating prediction challenges.

Similarly, in their case study, Dai et al. [81] performed an initial assessment of using
off-the-shelf LLMs for recommendation tasks, examining them from point-wise, pair-wise,
and list-wise perspectives. To comprehensively explore the personalized recommendation
potential of ChatGPT and GPT-3.5, the authors conducted performance assessments using
datasets from four domains: movies, books, music, and news. The outcomes across the four
datasets demonstrated that ChatGPT displayed enhanced performance in few-shot/zero-
shot recommendations compared to the three ranking approaches. It was noted that LLMs
excelled in list-wise and pair-wise ranking. ChatGPT also exhibited the potential to address
zero-shot cases and generated explainable recommendations.

Although the study delved into ChatGPT’s ranking capabilities across diverse domains,
certain limitations warrant additional investigation. Questions persist regarding how
ChatGPT can be more effectively integrated with existing recommendation models and
how it can be calibrated to incorporate user feedback data better. These areas present
prosperous fields for further research and exploration. Table 4 summarizes recent GPT-
based chatbots used as recommender systems in various case studies.

Table 4. Summary of recent ChatGPT-based studies.

Work ChatGPT Version Domain Dataset Performance

[79] Not specified Online shopping Amazon beauty dataset

ChatGPT demonstrated superior performance
compared to state-of-the-art methods in human
evaluations for explainable recommendation
tasks. This emphasizes its capability to produce
explanations and summaries effectively.

[80] GPT-2 Online shopping 5-core Amazon review data

The framework achieved significant
performance improvements over
state-of-the-art methods by utilizing the GPT-2
language model and the BM25 search engine. It
outperformed them by 75.7% and 22.2%
regarding Recall@K on two publicly
available datasets.

[2] GPT-3/3.5 Movies MovieLens 100K

Chat-Rec notably enhanced the outcomes in
terms of top-k recommendations and exhibited
superior performance in zero-shot rating
prediction tasks.

[81] GPT-3 Movies, books, music, and news MovieLens-1M, Books-Amazon, CDs &
Vinyl-Amazonand MIND-small datasets

The results suggested that ChatGPT achieved
an ideal equilibrium between cost and
performance when it is equipped with list-wise
ranking capabilities.

The capacity of ChatGPT to gather and analyze substantial volumes of personal data
has brought up privacy apprehensions, and its potential to propagate biases necessitates
careful design and testing of the resulting products. Moreover, ChatGPT’s implementation
can potentially result in job displacements by automating tasks that humans traditionally
conducted. Despite these potential challenges, ChatGPT has garnered considerable interest
and excitement within the academic and practitioner communities in marketing. AI,
particularly ChatGPT and GPT4, holds immense potential to revolutionize marketing
practices and define its future landscape [82].
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7. Recommendations and Future Directions

In this section, detailed answers, derived from the information and analyses presented
in the paper, are provided, demonstrating how the listed research questions have been
comprehensively addressed throughout the manuscript.

1. What are the recent developments and emerging trends in leveraging GPT-based
chatbots for personalized recommendations?
The paper discusses several recent developments and emerging trends in leveraging
GPT-based chatbots for personalized recommendations:

• Integration of GPT models into conversational agents or chatbots for dynamic
and personalized interactions (Section 4.2): “GPT-based chatbots represent a
fusion of NLP and recommendation technology, revolutionizing how recom-
mendations are delivered. These chatbots engage users in natural, human-like
conversations, enhancing user interaction and personalization [83]”.

• Incorporation of additional data sources from social media and the IoT to
provide contextual recommendations (Section 4.3): “By integrating data from
social media interactions, IoT devices, location-based services, and more, these
systems gain a holistic view of user context. This contextual understanding
empowers recommender systems to deliver recommendations that resonate with
users’ real-world experiences [84]”.

• Embracing multimodal input, such as text, images, and videos, for enhanced
recommendations (Section 4.4): “The digital landscape is increasingly multi-
modal, featuring a fusion of text, images, and videos. This trend has prompted
recommender systems to expand their scope beyond text-only interactions. By an-
alyzing and interpreting visual content, these systems gain insights into users’
aesthetic preferences and visual interests [85,86]”.

2. How can GPT models be fine-tuned and adapted to enhance the performance of
recommender systems?
The paper discusses various techniques for fine-tuning and adapting GPT models to
enhance their performance in recommendation tasks:

• Fine-tuning GPT models on specific recommendation datasets (Section 5.1):
“Fine-tuning is a process that involves further training of a generic pre-trained
language model, such as GPT, on a specific task or domain to improve its per-
formance. It allows the model to learn from specific recommendation datasets,
enabling it to understand the nuances of user preferences and generate more
accurate suggestions [17]”.

• Prompt engineering to guide GPT models to generate relevant recommenda-
tions (Section 5.1): “Prompt engineering is a crucial aspect of fine-tuning GPT
models for recommendation tasks [87]. It involves designing effective prompts or
input formats that elicit the desired recommendation outputs. By carefully craft-
ing prompts, we can guide the model to generate recommendations that align
with user preferences and context, enhancing the relevance and personalization
of GPT-based recommendations [88]”.

• Transfer learning to infuse pre-trained knowledge from large-scale language
models (Section 5.1): “Transfer learning is another important technique in fine-
tuning GPT models for recommendation tasks. It involves infusing pre-trained
knowledge from large-scale language models into the recommendation con-
text. By leveraging the pre-trained knowledge, GPT models can benefit from
understanding language patterns and semantics, enabling them to generate more
coherent and contextually relevant recommendations [89]”.

3. What are the advantages and limitations of using GPT-based chatbots as recom-
menders compared to traditional collaborative filtering and content-based approaches?
The paper discusses both the advantages and limitations of using GPT-based chatbots
as recommenders compared to traditional approaches.
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• Advantages (Section 5.3):

– Leverage the power of language models to generate fluent, coherent, and con-
textually relevant responses, enhancing recommendation quality and user
experience.

– Understand conversational nuances and adapt recommendations based on
ongoing interactions, leading to more personalized and tailored suggestions.

– Potential to address the cold-start problem and provide explainable recom-
mendations.

• Limitations (Section 5.3):

– Tendency to generate generic or safe responses, impacting the diversity and
novelty of recommendations.

– Requirement for substantial amounts of labeled data for fine-tuning on
specific recommendation tasks.

– Challenges in effectively integrating GPT-based chatbots with existing rec-
ommendation models and incorporating user feedback data.

4. How can GPT-based chatbots facilitate context-aware and interactive recommenda-
tions, improving user engagement and satisfaction?
The paper discusses how GPT-based chatbots can facilitate context-aware and interac-
tive recommendations, improving user engagement and satisfaction:

• Context-aware recommendations (Section 5.2): “GPT models have demonstrated
the ability to comprehend conversational nuances and generate responses that
align with ongoing interactions. By utilizing this context understanding, GPT-
based chatbots can provide recommendations tailored to the conversation, en-
hancing the user experience and engagement [90]”.

• Adapting recommendations based on evolving user context (Section 5.2): “To
achieve context-aware recommendations, GPT-based chatbots can adapt their sug-
gestions based on the evolving user context. By continuously analyzing the conver-
sation and understanding the user’s preferences and needs, the chatbot can offer
personalized recommendations relevant to the specific context at hand [91]”.

• Engaging users in natural, human-like conversations (Section 4.2): “GPT-based
chatbots engage users in natural, human-like conversations, enhancing user inter-
action and personalization. Leveraging GPT’s language generation ability, chatbots
can offer real-time responses, comprehend user preferences expressed in natural
language, and adapt recommendations within the flow of conversation [92,93].”

5. What are the potential real-world applications and case studies demonstrating the
effectiveness of GPT-based chatbots in recommendation scenarios?
The paper presents several real-world applications and case studies demonstrating
the effectiveness of GPT-based chatbots in recommendation scenarios:

• Book recommendation (Section 6.1.1): The paper discusses the BookGPT frame-
work, which employs ChatGPT for book recommendation tasks such as book
rating recommendation, user rating recommendation, and book summary rec-
ommendation.

• Nutrition recommendation (Section 6.1.2): The paper explores the development
of NutritionBot, a GPT-powered chatbot that generates personalized pregnancy
nutrition recommendations tailored to patients’ lifestyles.

• Healthcare recommendations (Section 6.1.3): The paper presents case studies
where ChatGPT is used to provide medical guidance and recommendations,
considering diverse clinical contexts, medical histories, and social characteristics.

• Hotel recommendation (Section 6.1.4): The paper discusses the integration
of ChatGPT and persuasive technologies into hotel hospitality recommender
systems, aiming to enhance user engagement, satisfaction, and conversion rates.
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• Emotion-aware recommendations (Section 6.1.5): The paper explores the use of
ChatGPT in EARS, employing the AII methodology to quantify and incorporate
emotional preferences into recommendations.

Moreover, we will address key open research questions in the field of recommender
systems. These questions are intended to provide direction for future research efforts and
contribute to the progress of recommendation technology.

• Explainability and Transparency: One central concern revolves around enhancing
the explainability and transparency of recommender systems. As recommendation
algorithms become more intricate, providing users with comprehensible explanations
for their recommendations becomes paramount. Investigating techniques to gener-
ate interpretable explanations and develop transparent recommendation models is
essential to fostering user trust and satisfaction [94,95].

• Ethical Considerations: Ethical considerations in recommender systems present an-
other significant challenge. These systems can significantly influence user behavior
and preferences, necessitating a focus on issues such as fairness, diversity, and pri-
vacy in recommendation algorithms. Research should concentrate on developing
fair and unbiased recommendation models, ensuring diversity in recommendations,
and safeguarding user privacy [96].

• Contextual Recommendations: Improving contextual recommendations is a pivotal
research direction. Context profoundly influences user preferences and decision-
making. Incorporating contextual information, such as time, location, and social
context, into recommendation algorithms can enhance the relevance and effective-
ness of recommendations. Investigating techniques to capture and utilize contextual
information in recommender systems is an important research direction [97].

• Long-Term User Modeling: The construction of long-term user models is another key
area of interest in recommender systems. User preferences evolve over time, requiring
recommender systems to adapt accordingly. Developing user modeling techniques ca-
pable of capturing long-term user behavior and preferences can lead to more accurate
and personalized recommendations. Research in this area should explore methods
for modeling user preferences over extended periods and incorporating temporal
dynamics into recommendation algorithms [98].

• Cross-Domain Recommendations: Enhancing cross-domain recommendations presents
an intriguing challenge. Recommender systems often focus on specific domains, yet
users have diverse interests spanning multiple areas. Investigating techniques for ef-
fectively recommending items across different domains and addressing the challenges
of data sparsity and domain adaptation are critical research directions [99].

These open research questions provide a foundation for future investigations in the
field of recommender systems. By addressing these challenges, we can advance the state-of-
the-art in recommendation technologies and improve user experiences in various domains.
Recommender systems have become integral in our daily lives, guiding us to relevant in-
formation, products, and services. However, several open questions and challenges remain,
requiring further research to enhance the effectiveness and usability of these systems.

8. Conclusions

In conclusion, this survey paper has comprehensively explored the paradigm shift
from traditional recommender systems to GPT-based chatbots as recommenders. Through
a systematic review methodology and taxonomy, we have examined the diverse landscape
of GPT-powered solutions in the context of personalized recommendations.

The discussion on GPT-based chatbots for recommendation tasks offered insights
into their applications, fine-tuning methods, and a critical analysis of their strengths and
weaknesses compared to traditional systems. By examining specific case studies and real-
world applications, we demonstrated the versatility and potential impact of GPT-powered
solutions in diverse recommendation domains.
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We have also provided detailed answers to the research questions posed in this
study. By addressing these research questions and providing valuable insights into the
applications and implications of GPT-based chatbots in personalized recommendations,
this survey paper contributes to the evolving landscape of recommendation systems and
sets the stage for future advancements in this dynamic field.

As a result of our survey, we identified open research questions and presented potential
future directions. These recommendations provide researchers with valuable insights
to further explore new GPT architectures, training methods, the integration of several
additional modalities, and ethical considerations in recommender systems.

Overall, this survey paper underscores the significance of GPT-based chatbots as
game-changers in personalized recommendations. As the field continues to evolve rapidly,
we believe that GPT-powered solutions hold the promise of redefining user experiences in
various domains, from e-commerce to content streaming platforms. The seamless integra-
tion of GPT technology with traditional recommender systems showcases the potential for
creating more contextually relevant and engaging user experiences.

This survey paper provides a thorough knowledge of GPT-based chatbots as recom-
menders and serves as a significant resource for scholars and practitioners in the rapidly
evolving field of AI and recommender systems. It also encourages additional study and in-
novation in this fascinating field. As we look towards the future, we call upon the research
community to collaborate and push the boundaries of GPT-based solutions, ultimately
advancing the state-of-the-art in personalized recommendations for users worldwide.
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