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Abstract: This dataset was acquired during collaboration and competition tasks performed by sixteen
subject pairs (N = 32) of one female and one male under different (face-to-face and online) modalities.
The collaborative task corresponds to cooperating to put together a 100-piece puzzle, while the
competition task refers to playing against each other in a one-on-one classic 28-piece dominoes game.
In the face-to-face modality, all interactions between the pair occurred in person. On the other hand,
in the online modality, participants were physically separated, and interaction was only allowed
through Zoom software with an active microphone and camera. Electroencephalography data of the
two subjects were acquired simultaneously while performing the tasks. This article describes the
experimental setup, the process of the data streams acquired during the tasks, and the assessment of
data quality.

Dataset: https://doi.org/10.6084/m9.figshare.c.7062272.

Dataset License: CC0

Keywords: data descriptor; electroencephalography; hyperscanning; neuroeducation

1. Summary

Hyperscanning is a technique that involves analyzing synchronized EEG signals
from different subjects. It allows for the study of brain activity in multiple users and
opens opportunities for studying social interactions [1–5]. The dynamics of learning with
human interaction are complex and imply behavioral synchronization [6], but a comparison
between competitive and collaborative paradigms demonstrates the replication of social
dynamics and the occurrence of inter-brain neural relations [7].

Collaboration and competition are complex social interactions, and the first study
aimed at understanding the neural bases behind them used functional Magnetic Resonance
Imaging (fMRI) to measure the hemodynamic response of participants while they played a
personalized computer game [8]. Other studies with a similar purpose instead used the
hyperscanning technique with EEG to analyze inter-brain coupling and intra-brain spectral
power [9], inter-brain synchronization [10], or functional connectivity patterns based on
phase [11]. Considering that hyperscanning extracts EEG data simultaneously, multiple
systems or devices are needed, but this is an effective approach to studying functional
connectivity between brain regions of different individuals, a metric related to interpersonal
coupling during social interactions that also serves as a predictor of collective educational
performance in online and face-to-face scenarios [5].
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A database that follows the previous conditions is presented, with the purpose of
performing more robust analyses over subject pairs’ synchronized EEG data and proposing
better learning strategies in the future. It consists of eight subject pairs performing collabo-
rative and competition tasks in a face-to-face modality, and eight pairs performing identical
tasks in an online modality. The dataset was recorded over the course of two months and
contains the synchronized electroencephalography (EEG) signals of the subject pairs while
performing the tasks.

During the collaborative task, participants were asked to cooperate to put together a
100-piece puzzle. They were instructed to talk to each other, to interact as much as possible
between them, to come to agreements, and to work as a team to attempt to complete as
much of the puzzle as possible in a time duration of ten minutes. On the other hand, for the
competition task, participants were asked to play against each other in a classic one-on-one
28-piece domino game. In this case, the instruction was to avoid any type of interaction
or communication between them, with the purpose of focusing only on winning as many
matches as possible against the other participant in ten minutes. In the face-to-face modality,
during the collaborative task, participants were seated next to each other (Figure 1A) or in
front of each other during the competition task (Figure 1B), and all interactions between the
pair occurred in person. Meanwhile, for the online modality, participants were seated in the
same room, but far from each other, and interaction was only allowed through computers
using Zoom software with an active microphone and camera. Tasks were performed using
online applications on the computers, and the screen was shared via Zoom. EEG data from
each of the participants were recorded synchronously during each task.

Figure 1. (A) Two subjects performing the collaboration task (putting together a 100-piece puzzle) in
the face-to-face modality. (B) Two subjects performing the competition task (playing a one-on-one
classic domino game) in the face-to-face modality.

2. Data Description

This dataset consists of EEG recordings from 32 healthy subjects when performing
different tasks in different modalities, with four recordings per subject (a total of 128 record-
ings). The first two recordings per subject (1 min each) correspond to the resting state of
Eyes Open (EO) and Eyes Closed (EC), while the third and fourth recordings correspond
to the collaboration and the competition tasks, respectively (10 min each). Half of the
recordings correspond to tasks performed in the face-to-face modality and half to the online
modality. A detailed explanation of the experimental procedure followed for each of the
tasks and each of the modalities (face-to-face and online) can be found in Section 3.2.

2.1. Participants

A total of 32 healthy subjects (16 f. and 16 m.) aged 18–24 (µ = 21.90 ± 1.52) par-
ticipated in the study, making up a total of eight female–male pairs participating in the
face-to-face modality and eight pairs participating in the online modality. Similar sample
sizes have been reported in other hyperscanning studies in the literature. In [12], EEG
signals of six pairs of civil pilots were acquired to study collaborative interactions during a
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simulated flight. Similarly in [13], nine subject pairs participated in playing collaborative
and competitive computer games, using EEG to analyze team neurodynamics. Other stud-
ies also delve into brain synchronization during creative performances. In [14], inter-brain
synchrony is studied between three subjects forming three pairs, while [15] studied the
same synchrony with five subjects and three pairs during a musical performance and a
dance performance, respectively.

Participants were excluded from this study if they:

1. Presented or had presented any mental disability.
2. Had been diagnosed with a neurological disorder, such as autism, Parkinson’s, cere-

bral palsy, and/or attention deficit disorder.
3. Were currently under any type of medication.

The experimental protocol and the informed consent forms were reviewed and ap-
proved by the Institutional Research Ethics Committee of Tecnologico de Monterrey (pro-
tocol code: EHE-2023-03; date of approval: 11 August 2023), and an informed consent
form was handed to each participant for review and signing, ensuring the informed and
voluntary participation of each volunteer.

2.2. EEG Recordings and Structure

The EEG signals were obtained using four dry electrodes (A1, A2, C3, and C4), placed
according to the 10–20 international system and with a sampling rate of 250 Hz. EO and
EC resting state recordings lasted for 1 min, while recordings during the collaboration and
competition tasks in both face-to-face and online modalities lasted for 10 min.

The nomenclature of each of the files in the dataset is as follows:

• ALAS: acronym stands for Advanced Learner Assistance System.
• Recording01: Tasks performed in the face-to-face modality (first EEG recording of

the experiment).
• Recording02: Tasks performed in the online modality (second EEG recording of the experi-

ment).
• P01: Female subject.
• P02: Male subject.
• Dyad0X: Data collected for different dyads.
• Task0X: Data collected for different tasks.

1. Eyes Open.
2. Eyes Closed.
3. Puzzle (collaborative task).
4. Domino (competitive task).

• _suffix: Type of data.

Each EEG recording was saved in a .csv file containing five columns. The first column
corresponds to timestamps (in UNIX format) of all samples, essential for future data
synchronization. Subsequently, the four following columns represent the measurements of
each of the four electrodes (A2, A1, C4, and C3, respectively). The .csv files were converted
to .mat files using MATLAB.

The _EEG.mat file contains a 1 × 2 structure with electroencephalographic data
collected by the Enophones. The first element in the structure corresponds to Recording01
(face-to-Face modality); the second element in the structure corresponds to Recording02
(online modality). The structure contains multiple fields corresponding to each dyad
(Dyad01–Dyad08) and each task (Task01–Task04). Table 1 breaks down the information
contained within these fields.
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Table 1. Description of the fields contained within the _EEG.mat file structure.

Fields Description

EEG.setname Name defined for the dataset.
EEG.filename Name defined for the file.
EEG.subject Subject ID according to the nomenclature (P01, P02).
EEG.group Dyad ID according to the nomenclature (Dyad01–Dyad08).

EEG.condition Recording ID according to the nomenclature (Recording01, Recording02).
EEG.session Task ID according to the nomenclature (Task01–Task04).
EEG.nbchan Scalar value indicating number of channels used in EEG acquisition.

EEG.trials Number of times the experiment was performed.
EEG.pnts Scalar value indicating the length of each EEG signal acquired by each channel.
EEG.srate Scalar value indicating the sample rate of the Enophones (250 Hz).
EEG.xmin Scalar value indicating the sample start time of the data recording.
EEG.xmax Scalar value indicating the sample end time of the data recording.

EEG.times 1 × N vector containing UNIX timestamps in seconds at each time point N for
EEG data.

EEG.data 4 × N matrix containing EEG data vector (channels) at each time point N
(units: microvolts).

EEG.chanlocs 1 × N structure containing the spatial location of each channel N according to
the international 10–20 system.

EEG.ref Channel referencing to the common average

3. Methods
3.1. Instrumentation and Data Collection

For the recording of EEG data, an Enophones (Eno, Montreal, CA) wearable device
was used, shown in Figure 2A. Its selection as a wearable, non-invasive device for EEG
signal acquisition addresses the demand for simplicity and safety in obtaining signals. They
are equipped with four dry EEG electrodes with placements that follow the 10–20 system:
two in the top band for C3 and C4, and two in the earcups, for A1 and A2, as depicted
in Figure 2B. These noise-canceling headphones offer an affordable solution (approximately
USD 400 at the time of purchase) for wireless and comfortable EEG data acquisition. Their
practicality and convenience make them ideal for conducting experiments in realistic settings.

A B
Figure 2. (A) A picture of the Enophones wearable device used to acquire the EEG signals for this
dataset. (B) The position of the electrodes found in the Enophones according to the international
10–20 system (A1, A2, C3, and C4) is marked in red.

Even though the channels C3 and C4 on the top band of the Enophones are related
to the primary motor cortex, research indicates that this area is also involved in cognitive
processes. For instance, the premotor cortex processes spatial information and its rostral
sector is related to cognitive manipulation, while the dorsolateral prefrontal cortex is in
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charge of redirecting mental resources and attention to relevant information for execu-
tion [16]. Another study implies that the evolution and the increase in complexity of
motor cortical areas have resulted in the development of high cognitive abilities in human
and nonhuman primates, encompassing abilities such as action imitation and recognition,
perceiving and producing speech, and rhythm execution and appreciation in music [17].
Moreover, research suggests that action plans in the motor cortex may be related to predic-
tive eye movements [18], which play a key role in collaboration and competition scenarios
to understand the goal of other peoples’ actions [19].

Despite not being the best-suited region to explore collaboration and competition,
the primary motor cortex has been shown to be associated with various cognitive processes
relevant to the activities performed during the tests, which is why they were selected
for this study. Additionally, the Enophones wearable device is highly user-friendly and
comfortable for the subjects to perform signal acquisition and tests.

For the tests, a domino game and a 100-piece puzzle were used. In the online modality,
we made use of the “Cats in Art II” puzzle found on the website www.jigsawplanet.com
(accessed on 19 October 2023). Zoom’s desktop control sharing function enabled both test
subjects to arrange the pieces. On the other hand, the domino game was obtained online
(www.Ludoteka.com, accessed on 19 October 2023), and players were connected through
an online interface, allowing them to play several rounds continuously.

EEG data collection was achieved with a custom Python algorithm utilizing a multi-
processing module. The use of this library enables parallel operation of all the declared
functions within the script. Each Enophone establishes a connection to a single computer
device, allowing for simultaneous data extraction of two EEG devices. The algorithm
acquires data in time windows of four seconds, considering the sampling rate of the Eno-
phones (250 Hz); each time window extracts a total of 1000 datasets per electrode, also
referred to as channels. The algorithm stores these raw data in a .csv file for each subject
at the end of the execution of each time window; in this way, further offline processes
can be applied over the entire data structure to estimate brain-to-brain synchronization.
The algorithm’s architecture ensures that the data remain unmanipulated, facilitating future
trustworthy comparisons.

Another crucial characteristic of the stored data is the inclusion of timestamps. Each
Enophone has a timestamp that is stored in tandem with the data from its four chan-
nels. Access to this information allows for verification of whether the two Enophones
are genuinely synchronized. The algorithm ensures correct functioning by implementing
locking functions that force processes to run over a single timer, governed by the manager.
However, minor differences may be reflected due to technological constraints or efficiency
issues during runtime. Once the raw data and timestamps are analyzed offline, data can be
precisely paired before applying any further processes.

3.2. Experimental Protocol

The experiment was conducted over the course of twelve weeks. Upon arriving at the
test site, the general procedure of the experiment was first explained to the participants.
They were handed the informed consent form for signing and were encouraged to ask
any questions that may be raised about the experiment. Next, the areas of the skin where
the electrodes would make contact were cleaned with alcohol, and a pair of Enophones
were placed on the head of each participant. Any earrings or jewelry worn on the ears
were removed before the placement of the Enophones, and the participants were asked
beforehand to avoid the use of gel, spray, or any other hair product that would interfere
with the signal acquisition, as well as refrain from consuming any form of caffeine or
alcohol the day of the experiment. Finally, the participants were seated on chairs with their
backs against each other to start with the experimental protocol.

Figure 3 shows the experimental protocol followed for the acquisition of the EEG
signals. Baseline EEG data of the participants were first acquired with their eyes open
for sixty seconds, followed by a one-minute break, and then by another similar recording,

www.jigsawplanet.com
www.Ludoteka.com
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but this time with their eyes closed. They were instructed to remain calm at all times,
procuring an empty mind and keeping their bodies as still as possible. After another five-
minute break, participants performed the collaborative task followed by the competitive
task in both modalities.

Experimental Protocol

Control Tasks

5 
m

in
ut

e 
br

ea
k

5 minute break

Face-to-face Tasks Online Tasks

5 minute break1 minute break

60s Eyes Open

60s Eyes Closed

10 minute Puzzle

10 minute Domino

10 minute Puzzle

10 minute Domino

Figure 3. A breakdown of the experimental protocol followed to obtain the EEG signals. First, EEG
signals were acquired during Eyes Open and Eyes Closed resting states (1 min each with a 1 min
break in between), followed by a 5 min break. Then, the pairs participated in either the face-to-face
or the online modality, each consisting of a 10 min window to put a puzzle together (collaboration
task), a 5 min break, and, finally, another window of 10 min to play a one-on-one domino game
(competition task).

For the face-to-face modality, during the collaboration task, the participants were
seated next to each other at a table with the puzzle pieces scattered in front of them.
They were allowed and encouraged to talk to each other in order to try to put the puzzle
together over ten minutes while EEG data were being recorded. Once the time was up,
the participants were given a five-minute break before continuing with the competition
task. For this, participants were seated facing each other and instructed to refrain from
speaking or interacting with each other in any way while playing dominoes. The goal was
to win as many matches as possible against the other participant in a time of ten minutes
while their EEG data were being recorded. Once the participants finishes this task, the visit
ended. A depiction of the face-to-face tasks can be observed in Figure 4A for competition
(left) and collaboration (right) tasks.

For the online modality, in both tasks, the participants were seated in front of each
other with a physical barrier between them, and each one used a computer to join a video
call using the Zoom program. In the collaborative task, they tried to resolve an online
puzzle on the website Jigsaw Planet. For this task, one participant entered the website,
shared their screen, and activated the remote control function so that both participants
could control the mouse and move the pieces of the puzzle on the Zoom program. They
attempted to arrange the pieces for ten minutes while EEG data were being recorded.
When the ten minutes was up, the participants were given a five-minute break like in the
face-to-face modality, and later they continued with the competitive task. In this task, they
could not interact with each other and played dominoes on the website Ludoteka. Each
participant tried to win the highest number of rounds for ten minutes while EEG data
were being recorded. When the time ran out, the task was over; an example of an online
modality test is shown in Figure 4B. Different views are represented to reflect there was no
physical interaction between participants.

Overall, in both modalities, during the collaboration task, participants were encour-
aged to communicate and interact with each other, while in the competition task, they were
explicitly instructed to avoid any type of communication. As the experiment was designed
to study brain synchronization under the conditions of collaboration and competition,
it was also of interest to evaluate different levels of communication (with and without
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communication, respectively) to further highlight the differences between the two types of
interactions.

A

B

Figure 4. (A) A graphical representation of the testing space when the volunteers participated in the
face-to-face modality during the competitive task ((left), playing a one-on-one classical dominoes
game) and the collaborative task ((right), putting together a 100-piece puzzle). (B) A top view of the
testing space when the volunteers participated in the online modality (left), and a close-up of the
cubicles of one of the participants during the competitive task (right). Notice how, for this modality,
the participants are separated by a small wall between the cubicles and can only see each other
through the Zoom software on their laptops.

3.3. Assessment of Data Quality

In order to assess the quality of the obtained data, an algorithm in MATLAB R2022b
software (The Mathworks Inc., Natick, MA, USA), and functions from EEGLAB [20]
(https://sccn.ucsd.edu/eeglab/index.php, accessed on 1 October 2023) were implemented.
Figure 5 shows the preprocessing steps taken with their specified parameters for each dataset.

EEG data were preprocessed using EEGLAB tools [20]. The time units were converted
automatically from UNIX format to samples by EEGLAB. First, EEG data were cleaned
of the 60 Hz power line artifact and then, to ensure the removal of most of this artifact,
the Zap-Line plugin was used [21]. EEG data were then re-referenced to the average using
the PREP pipeline [22] and band-pass filtered using a fifth-order Butterworth FIR filter in
the [0.01–50] Hz range.

In addition, the Artifact Subspace Reconstruction (ASR) algorithm was applied to the
data [23,24]. It was used to reconstruct data periods on each channel that were contaminated
by an artifact with an amplitude higher than κ = 10 standard deviations of a clean portion
of the signals in the principal components analysis (PCA) space.

Finally, an independent component analysis (ICA) [25] was applied to detect the
independent components of artifacts mixed with the EEG signals, such as muscle, elec-
trocardiography, ocular, and power line artifacts. The independent components were
manually inspected and those identified as artifacts were removed. Despite ICA being
mainly beneficial in multi-channel signal recordings, research indicates that even in cases
where only three channels are used, an ICA manages to increase the signal-to-noise ratio
for components of signals obtained from C3 and C4 channels [25].

https://sccn.ucsd.edu/eeglab/index.php
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Data Preprocessing

Raw EEG (250 Hz)
4 Channels

Detrend
Line Noise 

Removal (60 Hz)

Robust
Re-Referencing

Band-Pass Filter
(0.01 - 50 Hz)

Zap-Line

4 Clean EEG
Channels

Artifact Subspace
Reconstruction

Independent 
Component Analysis

Data 
Acquisition

Figure 5. Steps followed to assess data quality. First, EEG data were cleaned of the 60 Hz power line
artifact, followed by the use of the Zap–Line plugin. Then, the data were re-referenced to the average
using the PREP pipeline and filtered using a fifth–order Butterworth FIR filter in the [0.01–50] Hz
range. Finally, the ASR algorithm was applied to reconstruct data periods contaminated by artifacts
and an ICA was performed to remove visually identified artifacts.

ICA and ASR both contribute to artifact control in noisy EEG signals. ICA suppresses
muscle artifacts by removing such artifact-related components and obtains the denoised
EEG signals after projecting back from component space [26]. Meanwhile, research has
shown that ASR removes eye and muscle components and reduces their temporal power
in the case that some of them are retained; using ASR before ICA also leads to an enhanced
quality of decomposition [27].

A comparison regarding the time and frequency of the EEG data before being prepro-
cessed and after going through the proposed pipeline to remove artifacts from the signals
can be seen in Figure 6. Also, Figure 7 shows a sample output of the EEG preprocessing
sequence, with raw data in shaded line, and preprocessed data in bold line.
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Figure 6. Response of the EEG signals to the proposed preprocessing pipeline in terms of frequency
and time. It can be appreciated from the comparison of the examples of raw and clean EEG signals
that the line noise at 60 Hz present throughout the test is eliminated. Additionally the high frequencies
[51–100 Hz] are reduced in power, while preserving the characteristics of EEG signals.



Data 2024, 9, 47 9 of 12

36 37 38 39 40 41 42 43 44 45 46 47 48 40 5 15

2750 µV

Time (s)
10 20

A2

A1

C4

C3

E
E

G
 C

h
an

n
el

s

Time (s)
0 5 1510 20

300 µV

Clean EEGRaw EEG

Figure 7. (Left). Example of before and after preprocessing was implemented in the EEG data
collected (four channels), corresponding to P01-Dyad01 during the Eyes Open task in the face-to-face
modality. (Right). Extended view of the clean EEG signals shown in the left subfigure.

3.4. Data Synchronization

To acquire the EEG signals, an algorithm capable of establishing a simultaneous
connection with two Enophones was implemented. By using Python’s multiprocessing
module, a library that allows the execution of multiple functions and processes at the same
time, it is possible to enable connection with each Enophone separately but concurrently.
This module creates variables that can be shared between the different functions, and this
allows for the same timer to be applied throughout the complete algorithm. Multiprocessing
implements techniques such as locking, inter-process communication (IPC), and atomic
operations that are employed to ensure proper synchronization and to maintain data
integrity [28].

While the multiprocessing module inherently ensures parallel data extraction, syn-
chronized connections for both Enophones were established using Brainflow; refer to its
website https://brainflow.readthedocs.io/en/stable/SupportedBoards.html (accessed on
1 October 2023) for the specific details about procedures to initialize data extraction with
paired Bluetooth devices. This library facilitates the establishment of the connection and the
use of a function to extract timestamps from connected devices. Consequently, the signals
are stored with corresponding timestamps in a .csv file, as shown in Algortihm 1.

Synchronized multiconnection to both Enophones was achieved in real time, enabling
data storage immediately upon capturing EEG signals. Subsequently, data curation was
performed by supervising the timestamps of both files, each containing the raw data for
of each dyad. When parallelization is implemented in any algorithm, certain constraints
may arise during execution, preventing perfectly aligned concurrency. Obtaining individual
timestamp records for each connected device becomes crucial in serving as a parameter to
match records precisely at the beginning of the tests. Therefore, applying high-precision offline
processing with truly synchronized data is feasible due to the alignment of these timestamps.

https://brainflow.readthedocs.io/en/stable/SupportedBoards.html
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Algorithm 1: Simplified explanation of the operation of the algorithm implemented
for synchronized acquisition of EEG data from two different Enophone devices

Input: EEG signal
Output: Synchronized EEG data with timestamps
Function 1 Timer(second, timestamps):

Time initialization;
if second = test duration then

return FunctionsExit;
end

Function 2 Enophone 1(second, data, folder):
Board connection (Enophone 1);
while True do

Get data:= Matrix(raw signal X channels);
for channels to number of channels do

Extract raw signal;
Get timestamps;

end
Referencing;
Matrix decomposition← data;

end
Function 3 Enophone 2(second, data, folder):

Board connection (Enophone 2);
while True do

Get data:= Matrix(raw signal X channels);
for channels to number of channels do

Extract raw signal;
Get timestamps;

end
Referencing;
Matrix decomposition← data;

end
Creation of shared structures (second, timestamps, data, folder);
do in parallel

Compute Timer ;
Compute Enophone 1 ;
Compute Enophone 2 ;

end
Files storage ;

3.5. Suggested Data Analysis

The experimental protocol followed to obtain this dataset offers the perfect opportunity
to study brain synchronization since it involves a simultaneous recording of brain activity
from multiple individuals while they interact with each other in different scenarios. Hyper-
scanning is an analysis technique used for exploring brain activity between subjects inter-
acting simultaneously and in synchrony [29]. It allows researchers to investigate the neural
basis of social interactions, cooperation, competition, and communication in real time [6].
On this note, there are multiple metrics that can be used to study brain synchronization.

The bispectrum is a recent metric that provides information about the temporal,
spatial, and spectral levels of a signal, and unlike other metrics of brain synchronization,
it is a higher-order spectrum that refers to the degree of temporal synchronization, phase
coupling, and nonlinear interactions between any pair of signals analyzed in different
frequency bands [14].
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Additionally, the power spectral density can be calculated to estimate the spectral band
power and calculate phase synchronization between brains [30]. Statistical and temporal
analyses of the signal can also be performed to further strengthen the analysis.
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