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Abstract: The application of artificial intelligence (AI) in programming assistance has garnered
researchers’ attention for its potential to reduce learning costs for users, increase work efficiency,
and decrease repetitive coding tasks. However, given the novelty of AI Coding Assistant Tools
(AICATs), user acceptance is currently limited, and the factors influencing this phenomenon are
unclear. This study proposes an expanded model based on the Technology Acceptance Model (TAM)
that incorporates the characteristics of AICAT users to explore the key factors affecting college
students’ willingness to use AICATs. Utilizing a survey methodology, 303 Chinese participants
completed the questionnaire. Factor analysis and Structural Equation Modeling (SEM) results
indicate that users’ dependence worry (DW) about AICATs positively affects perceived risk (PR),
which in turn negatively impacts perceived usefulness (PU) and perceived ease of use (PEOU), thus
reducing user willingness to use. Dependence concerns also negatively impact perceived trust (PT),
while PT positively affects PU and PEOU, thereby enhancing willingness to use. Additionally, a
user’s self-efficacy (SE) negatively impacts DW and positively affects PEOU. This study discusses the
potential significance of these findings and offers suggestions for AICAT developers to foster and
promote widespread use.

Keywords: AI coding assistant tool; technology acceptance model; behavioral intentions; dependence
worry; user experience

1. Introduction

In recent years, the application of artificial intelligence (AI) has become a focal point in
the computer science field. With the current wave of AI technology applications, numerous
tech companies have released a variety of AI tools for generating text, images, music,
code, and even videos, sparking a global “AI storm” [1]. For instance, the text-generating
ChatGPT reached one million registered users within five days of its launch and one
hundred million in just two months [2]. In the AI-generated content (AIGC) sector, tools
like the image generators Midjourney and Stable Diffusion, the code generator Copilot,
Amazon CodeWhisperer, and OpenAI’s latest AI video generation model, Sora, represent
the current phase of AI in enhancing user work efficiency, offering new possibilities for
projects that are traditionally high-barrier, complex, and time-consuming.

In the programming realm, AI Coding Assistant Tools (AICATs), such as OpenAI
Codex, DeepMind AlohaCode, and Amazon CodeWhisper, have become a focal point of
interest in recent years [3]. As the demand for software developers to quickly generate code
continues to grow, there has been a significant increase in interest in tools that programming
productivity [4]. Previous research has shown that AI-assisted programming can improve
the efficiency of software engineers [5], especially when dealing with complex algorithms
or extensive code. Moreover, as programming becomes more widespread, learning to code
has emerged as a popular trend. Coding basics are now being incorporated into K-12
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education in many countries [6,7], with Microsoft founder Bill Gates advocating coding as a
“basic skill that every student should learn in the 21st century” [8], leading to an expanding
demographic of learners. However, learning to code is challenging [9,10], with beginners
often struggling with complex logic and tedious fundamentals, spending considerable time
and effort. The emergence of AI-assisted programming tools has begun to make learning
and applying programming easier [11]. The OpenAI Codex model has been shown to
perform well in solving programming tasks presented in simple English, with researchers
finding that AI tools like Codex can achieve excellent results in various introductory pro-
gramming tests [12,13]. Recent studies focusing on the use of AI-assisted programming
tools among beginners have found that groups using AICATs perform better [14], signifi-
cantly improving task completion rates, accuracy scores, reducing encountered errors, and
shortening task completion times.

While AI-assisted programming tools have been validated for their positive effects
on learning and applying programming, societal concerns have emerged regarding the
use of such tools. These include complex ethical issues encountered during the use of
AI-assisted programming tools [15], problems related to users’ over-reliance [11], and the
sustainability of programming education [3]. Developers of AI-assisted programming tools
also express concerns that their models could be misused, highlighting the need to guard
against potential risks and harms [11,16]. In the future, whether users will choose to use
AICATs will become a focal point for developers. Users’ willingness to use is influenced
by multiple factors, necessitating further research and surveys to clarify the key factors
impacting their willingness. Effective studies on user acceptance can provide insights for
the development and updates of AI programming tools.

The Technology Acceptance Model (TAM), proposed by Davis based on the Theory
of Reasoned Action (TRA), hypothesizes that external variables influence users’ usage
intentions through perceived usefulness and ease of use, ultimately leading to actual usage
behavior [17]. The TAM model is one of the most commonly used models for studying
user acceptance and has been found to successfully predict behavioral intentions. In the
field of AI user acceptance research, the TAM model is the most flexible of all research
models, allowing for the extension of its external variables or model structure through
modifications [18].

Current research on AICATs primarily focuses on the tools’ algorithms and functional-
ities. In terms of user use, studies often compare whether using AI-assisted programming
tools has an effect [14] on users or verifies the usability [19] of such tools, with relatively
less research on users’ willingness to use. Users’ willingness to use is directly related to
their actual usage behavior, making it an important area of research in the user experience
domain of AI-assisted programming tools. Therefore, based on the widespread use of
AICATs in colleges, this study aims to explore a model based on the TAM to study the
factors influencing college students’ willingness to use AI-assisted programming tools and
to investigate the key factors affecting users’ willingness to use. Overall, this study will
focus on addressing the following questions: (1) What are the primary determinants affect-
ing university students’ readiness to adopt AI-enhanced coding tools? (2) How do these
primary determinants correlate with university students’ readiness to adopt AI-enhanced
coding tools? (3) What revelations can be derived for the refinement and advancement of
AI-enhanced coding tools?

2. Theoretical Background
2.1. Development and Application of AI Coding Assistant Tools

People have always been seeking effective and feasible methods to simplify the pro-
gramming process and facilitate programming work for users. In recent years, with the
development of AI-generated content technology, attention has turned to the possibility
of using artificial intelligence to drive code generation. AI Coding Assistant Tools have
gradually started to be applied in actual work scenarios. Many conversational AI models
also support code generation, making AI-assisted programming tools more accessible to
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the general public. Meanwhile, code-completion AI programming tools, represented by
GitHub Copilot, have begun to be used in programming work in a more tool-oriented form.
These AI-assisted programming tools, trained on vast amounts of data, make more efficient
and convenient programming possible. Codex, for instance, was trained on over 50 mil-
lion GitHub repositories, covering the vast majority of GitHub’s code [11]. AlphaCode,
released in 2022, was trained on over 715 GB of GitHub code, including programs written
in C++, C#, Java, and other languages [16]. AI-assisted programming tools can customize
programming tutorials for users outside the computer field, visualize complex code data,
make it easier for users to take over and inherit legacy code, and learn new programming
languages [20]. While AI-assisted programming tools have good code interpretation capa-
bilities, especially for learners, they may also lead to low-quality code containing errors or
security vulnerabilities [21]. This is because most AI-assisted programming tool models
include risky and erroneous code [11] data in their training. For example, Copilot is based
on a large language model trained on open-source code, including some unsafe codes, thus
there is a possibility of generating code with these errors [22]. Therefore, the current stage
of AI-assisted programming tool use entails both convenience and risk for users.

Previous research has mostly focused on the usability testing and verification of AI-
assisted programming tools [12], providing insights into the benefits and issues of using
these tools. However, there is almost no research exploring AI-assisted programming tools
with a focus on user willingness to use them. As AI-assisted programming continues to
develop, AICATs will provide significant help to users. What factors users will base their
use or rejection of AICATs on, and what aspects AICATs should be updated and developed
in to gain broader use, will be issues of concern in the field of AICAT user experience
research for some time to come, and are the themes of this paper.

2.2. The Technology Acceptance Model

The Technology Acceptance Model is widely used to explain research on the adoption
or acceptance behavior of information technology. According to TAM, perceived ease of
use and usefulness are seen as two important factors that explain usage intention [23].
Furthermore, since its inception, many external variables have been added to TAM to
better explain and predict the acceptance and use intentions of information technology
systems [24]. By considering various external influencing factors on users, the TAM
model can better understand users’ acceptance of new technologies. In the field of user
acceptance of AI products, the TAM model has a broad base of use [25]. For example,
Svenja Mohr et al. [26] introduced factors such as property rights over business data and
personal innovativeness to extend TAM, exploring the behavioral factors affecting the
acceptance of AI in German agriculture. Kang [27] introduced learning motivation as an
intermediary variable to extend the TAM model, investigating the determinants affecting
university students’ use of artificial intelligence systems. Xu [28] and colleagues proposed
an expanded model based on TAM to study the factors affecting users’ use of AI painting
systems.

However, although the TAM model has been widely applied in the field of AI, no
research has been found applying the TAM model in the discussion of user acceptance
of AICATs. Therefore, this study aims to propose an expanded model based on TAM,
combined with the characteristics of users using AICATs, to explore the key factors influ-
encing users’ willingness to use AI-assisted programming tools. It offers suggestions for
the development and update direction of AICATs and expands the application of the TAM
model in the field of AI.

3. Research Hypotheses and Research Model
3.1. Research Hypotheses
3.1.1. Perceived Trust (PT)

Perceived trust encompasses users’ belief about the reliability and credibility of tech-
nology [29]. This trust convinces users that employing the technology will meet their
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objectives [30]. It has been established as a crucial factor affecting users’ adoption of new
technologies [31]. As artificial intelligence technology develops widely, users’ trust in artifi-
cial intelligence technology plays a significant role in their acceptance of it [32]. Previous
research on users’ willingness to adopt AI technology, identified trust as a fundamental
precondition for usage behavior. This element has been integrated into the Technology
Acceptance Model to predict behavioral intentions. In the context of using AICATs, the
quality of the code generated depends heavily on the accuracy and stability of its under-
lying large language model (LLM) [21,33]. Consequently, AI-generated code might also
suffer from quality issues, which raises concerns among users. Based on these observations,
we propose the following hypotheses:

Hypothesis 1a (H1a). Users’ perceived trust in AICATs will positively affect their perceived
usefulness of AICATs.

Hypothesis 1b (H1b). Users’ perceived trust in AICATs will positively affect their perceived ease
of use of AICATs.

3.1.2. Perceived Risk (PR)

Perceived risk refers to users’ beliefs [34] about potential and uncertain negative effects.
Perceived risk is an important predictor of users’ acceptance of technology and systems [35].
In previous research, perceived risk was considered an important condition affecting
the acceptance of innovative technologies [36]. While AI-assisted programming brings
convenience, it also raises concerns. AI code generation has introduced security issues, with
Codex developers noting that their tool “brings significant security adjustments, does not
always generate code that meets users’ intentions, and could be misused.” [11]. The use of
AI to automatically generate code has also raised ethical issues regarding academic integrity
and code reuse [3]. Unauthorized use of copyright-protected code also raises fairness issues
regarding AICAT development [37]. These aspects bring potential risks to users of AICATs.
In past findings, perceived risk has been proven to be negatively related to the attitude
towards using technology [38]. Therefore, we propose the following hypotheses:

Hypothesis 2a (H2a). Users’ perceived risk of AICATs will negatively affect their perceived trust
in AICATs.

Hypothesis 2b (H2b). Users’ perceived risk of AICATs will negatively affect their perceived
usefulness of AICATs.

Hypothesis 2c (H2c). Users’ perceived risk of AICATs will negatively affect their perceived ease of
use of AICATs.

3.1.3. Dependence Worry (DW)

In this study, dependence worry refers to users’ concerns about becoming overly reliant
on AICATs to the point of being unable to make correct judgments and considerations. A
study from Microsoft Research [39] suggests that an important goal in the design of AI
systems is to foster appropriate reliance on AI. In this context, over-dependence on artificial
intelligence is defined as users accepting incorrect AI advice, leading to subjective judgment
errors. Over-dependence often occurs when users are uncertain about the extent to which
they should trust AI. One of the main risks of AI-generated code in practice is users’ over-
reliance [11]. In the process of using AICATs, due to the convenience of AI-generated code,
students, especially novices, can easily become overly dependent and reflexively copy and
paste it into their projects without questioning its correctness [20]. This phenomenon is
detrimental to the learning and sustainable development of programming skills. At the
educational level, it has become habitual for university students to use AICAT products,
which raises concerns among educators. Earlier studies have also noted that students
and educators are particularly prone to over-reliance on artificial intelligence, speaking to
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concerns about higher education [40]. This dependence on artificial intelligence could also
lead to a loss of cognitive abilities and a decrease in enthusiasm among students [41]. These
negative effects of overreliance on AI products may lead to skepticism and apprehensive
attitudes towards using these products, especially among users who are programming
learners. Therefore, from the perspective of sustainable development and skill training,
concerns about over-reliance on AICATs might lead to a decrease in users’ trust in AICATs
or an increased perception of the risks associated with sustainability issues in use, thus
refusing to use the technology. Hence, we propose the following hypotheses:

Hypothesis 3a (H3a). Users’ dependence worry about AICATs will negatively affect their perceived
trust in AICATs.

Hypothesis 3b (H3b). Users’ dependence worry about AICATs will positively affect their perceived
risk of AICATs.

3.1.4. Self-Efficacy (SE)

Self-efficacy refers to the confidence of users in their knowledge and skills to complete
tasks using the technology and to overcome any difficulties [42]. Historically, self-efficacy
has been applied in research related to learning [43,44]. Self-efficacy reflects individuals’
beliefs in their capability to successfully execute tasks [45]. The acceptance and use of
technology are significantly influenced by self-efficacy. In programming learning, novices
often feel overwhelmed by complex coding tasks [46], leading to feelings of frustration and
demoralization, especially in the early stages of learning, where repeated failures can reduce
learners’ self-efficacy in programming [47]. Compared to traditional programming tools,
AICAT often helps users enhance their programming efficiency and complete complex
code generation. Studies on the support effect of AI code generators for novices have
found that using AI code generation can significantly improve task completion rates,
increase correctness scores, reduce errors, and shorten the time to complete tasks [14].
For proficient programmers, AICAT provides a more efficient coding experience and
eliminates many tedious and basic tasks. Professionals find using AICAT intuitive and
enjoy this productive approach [48]. Amid the widespread concern about dependency
on AICAT, users with high self-efficacy usually possess advanced programming skills
and concerns about not mastering programming independently or needing AICAT are
typically unfounded. Therefore, they have fewer concerns about the negative impacts
of over-reliance on AICAT. At the same time, while AICAT is easier to use and more
accessible for beginners compared to traditional programming tools, it still requires a basic
understanding of programming knowledge and logical thinking. As such, users with low
self-efficacy are likely to be learners or beginners in programming. These users often have
a stronger need and goal to master programming skills, hence they may experience more
intense concerns about dependency while using AICAT. Thus, we propose the following
hypotheses:

Hypothesis 4a (H4a). Users’ self-efficacy regarding AICATs will negatively affect their dependence
worry about AICATs.

Hypothesis 4b (H4b). Users’ self-efficacy regarding AICATs will positively affect their perceived
ease of use of AICATs.

3.1.5. Perceived Usefulness (PU)

Perceived usefulness refers to the extent to which a person believes that using a specific
system will enhance his/her job performance [23]. Previous research has demonstrated
that perceived usefulness has a direct impact on users’ behavioral intention to use a
technology [49]. Perceived usefulness is considered one of the most motivational factors in
IT adoption [50]. Hence, we propose the following hypothesis:
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Hypothesis 5 (H5). Users’ perceived usefulness of AICATs will positively affect their intention to
use AICATs.

3.1.6. Perceived Ease of Use (PEOU)

Perceived ease of use refers to the degree to which a user believes that using a specific
system will be effort-free [23]. AI-assisted programming makes it easier for novice and
non-professional users to get started with operating systems and features, providing a
simple and understandable programming experience, thereby enhancing users’ propensity
to use the technology. Previous research has shown that perceived ease of use has a positive
impact on perceived usefulness [24]. Perceived usefulness and perceived ease of use, as
two core constructs in the TAM model, have been widely studied and are considered
to influence users’ attitudes and behavioral intentions to adopt new technologies [51].
Therefore, we propose the following hypotheses:

Hypothesis 6a (H6a). Users’ perceived ease of use of AICATs will positively affect their perceived
usefulness of AICATs.

Hypothesis 6b (H6b). Users’ perceived ease of use of AICATs will positively affect their behavioral
intention to use AICATs.

3.2. Research Model

Based on the aforementioned hypotheses (see Table 1), this study proposes a research
model focused on users’ willingness to use AICATs, with perceived usefulness, perceived
ease of use, and behavioral intention as the basic variables. Through literature review and
analysis of past research, four external variables were derived and established: perceived
trust, perceived risk, self-efficacy, and dependence worry. Taking into account the char-
acteristics of AICATs, an integrated framework for studying user willingness to use was
constructed, as shown in Figure 1.

Table 1. Research hypotheses.

Variables Hypotheses Description

Perceived Trust (PT)
H1a Users’ perceived trust in AICATs will positively affect their perceived usefulness of AICATs.

H1b Users’ perceived trust in AICATs will positively affect their perceived ease of use of AICATs.

Perceived Risk (PR)

H2a Users’ perceived risk of AICATs will negatively affect their perceived trust in AICATs.

H2b Users’ perceived risk of AICATs will negatively affect their perceived usefulness of AICATs.

H2c Users’ perceived risk of AICATs will negatively affect their perceived ease of use of AICATs.

Dependence Worry (DW)
H3a Users’ dependence worry about AICATs will negatively affect their perceived trust

in AICATs.

H3b Users’ dependence worry about AICATs will positively affect their perceived risk of AICATs.

Self-Efficacy (SE)
H4a Users’ self-efficacy regarding AICATs will negatively affect their dependence worry

about AICATs.

H4b Users’ self-efficacy regarding AICATs will positively affect their perceived ease of use
of AICATs.

Perceived Usefulness (PU) H5 Users’ perceived usefulness of AICATs will positively affect their behavioral intention to
use AICATs.

Perceived Ease of Use (PEOU)
H6a Users’ perceived ease of use of AICATs will positively affect their perceived usefulness

of AICATs.

H6b Users’ perceived ease of use of AICATs will positively affect their behavioral intention to
use AICATs.
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4. Methods
4.1. Questionnaire Design

To empirically validate the research model we proposed, we chose to conduct further
studies through an online survey. At the beginning of the questionnaire, we briefly intro-
duced the respondents to AICATs. The questionnaire for this study is divided into two
parts. The first part collects basic information about the respondents, including gender,
age, grade, academic major, familiarity with programming, awareness of AICATs, and
usage situations. We have surveyed the nine most common AICATs currently available
on the market. By investigating how users interact with these AICATs, we aim to gain
further insight into the general usage patterns of AICATs and the users’ familiarity with
them. Additionally, it should be noted that the focus of this survey is specifically on the
programming assistance features of these AICAT products, not their other functionalities.
The second part of the questionnaire consists of scales. The scales mix 5-point and 7-point
Likert scales, and the items are randomly ordered. This questionnaire includes 7 variables,
with 3–5 measurement items for each variable, totaling 25 items. The questionnaire scale
section is adapted and modified based on the previous literature, with detailed content and
references provided in Table 2. To ensure that the questionnaire is clear, understandable,
and unambiguous in both its questioning style and content, a small-scale pre-test was
conducted before the official survey. A total of 30 pre-test questionnaires were collected,
and follow-up was conducted with the respondents, leading to further adjustments and
modifications to the questionnaire scales. This pilot test also indicates that the questionnaire
is suitable for larger-scale surveys. We assured participants that all data would be used
solely for academic research, and their identity information would remain confidential.

Table 2. Questionnaire for variable items and reference.

Variables Items Issue Reference

Perceived Trust (PT)

PT1 I think AICAT is very reliable

[52–55]

PT2 I think the code generated by AICAT is almost error-free

PT3 I think AICAT can quickly correct errors after they are identified

PT4 I think the quality of code generated by AICAT is guaranteed

PT5 I trust AICAT to complete the expected tasks

Perceived Risk (PR)

PR1 I worry that AICAT itself may malfunction and not work

[38,56]PR2 I worry that AICAT may leak my private information

PR3 I worry that AICAT may cause copyright disputes
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Table 2. Cont.

Variables Items Issue Reference

Self-Efficacy (SE)

SE1 I think I have the knowledge and skills, as well as the software and
hardware conditions, needed to use AICAT

[57,58]
SE2 When using AICAT, I think I can quickly master how to use

the system

SE3 I think I can easily solve problems when using AICAT

Dependence Worry (DW)

DW1 I worry that I would over-rely on AICAT for learning programming
and work

[59–61]

DW2 I worry that I could not master formal programming skills because
of relying on using AICAT

DW3 I worry that I would become too dependent on AICAT to complete
coding tasks independently

DW4 I worry that my learning and work would be inseparable from
using AICAT

DW5 Overall, I worry about over-relying on AICAT

Perceived Usefulness (PU)

PU1 I think using AICAT can improve my programming efficiency

[23,58]PU2 I think using AICAT enables me to get more work done

PU3 Overall, I find AICAT to be useful

Perceived Ease of Use (PEOU)

PEOU1 I find it easy to learn how to use AICAT

[23,62]PEOU2 I find it easy to become proficient in using AICAT

PEOU3 Overall, I find AICAT easy to use

Behavioral Intention (BI)

BI1 I will keep trying to use AICAT in my work and study

[63–65]BI2 I will recommend using AICAT to my friends or classmates

BI3 I plan to continue using AICAT frequently in the future

4.2. Data Collection

On 4 March 2024, a total of 303 questionnaires were administered using the online
platform Qualtrics. The study focused on college students familiar with AICAT, thus
surveys from respondents answering “No” to the question “Have you ever heard of AI
programming?” were discontinued. Of these, 18 participants unfamiliar with AICAT repre-
sented 5.9% of all responses. Criteria for a valid questionnaire included the following: a
minimum completion time of 120 s, as quicker responses were deemed unreliable; exclusion
of surveys with consistent answers or apparent contradictions, leading to the removal of
52 invalid questionnaires. Consequently, 251 valid questionnaires were obtained, yielding
an effective response rate of 83%. All participants provided written informed consent. This
study was sanctioned by the Academic and Ethics Committee of Guangdong University of
Technology (No. GDUTXS2024100).

Descriptive statistics were applied to the 251 valid questionnaires (Table 3) using
SPSS 27. Demographic and academic profiles revealed 162 males (64.5%) and 89 females
(35.5%); educationally, 1.6% were below undergraduate level, 95.6% were undergraduates,
and 2.4% were postgraduates. By major, 13.5% studied humanities, 50.6% were in non-
computer science STEM fields, 23.9% were in computer science, and 12% were in other
disciplines. Regarding self-assessed programming proficiency, 50.6% were beginners, 30.3%
intermediate, 14.3% familiar, 3.6% proficient, and 1.2% expert.
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Table 3. Demographic characteristics of the respondents.

Category Sub-Category Frequency
(n = 251) Percentage%

Gender
Male 162 64.5

Female 89 35.5

Age(years)

18 6 2.4
19 29 11.6
20 68 27.1
21 105 41.8
22 34 13.5

>=23 9 3.6

Education level
Below undergraduate 4 1.6

Undergraduate 240 95.7
Post-graduate 7 2.8

course major

liberal arts 34 13.5
Science and Engineering major

(non computer related) 127 50.6

Science and Engineering
(Computer Science) 60 23.9

Other 30 12

Proficiency in
programming

Getting started 127 50.6
understand 76 30.3

familiar 36 14.3
skilled 9 3.6
master 3 1.2

The respondents’ awareness of AICAT is shown in Table 4, with 13.5% having only
heard of AI programming but not having used it, while the rest had used AICAT. Among
the AICATs known to the respondents, ChatGPT had the highest proportion at 87.6%,
followed by Copilot (including Copilot Chat) at 21.9%, with the rest accounting for less
than 10% each (multiple-choice item). Notably, ChatGPT was launched by OpenAI on 30
November 2022. According to Baidu Index data, from its launch date to 14 March 2024,
ChatGPT had an average daily search index of 61,204. Copilot was launched by Microsoft
on 16 September 2023, and since its launch, the Baidu Index was only 3104, indicating that
the distribution of AI programming software samples known to the respondents aligns
with reality.

Table 4. Percentage of exposure to and use of AI programming software.

Items Frequency (n = 251) Percentage

ChatGPT 220 87.6
DevChat 13 5.2

Copilot (Including Copilot Chat) 55 21.9
CodeWhisperer 7 2.8

CodeGeeX 7 2.8
Codeium 3 1.2
Tabnine 1 0.4

Chat Moss 3 1.2
Ghostwriter 1 0.4

Other 17 6.8
Just heard of it 34 13.5

Note: This is a multiple-choice item, respondents could select multiple AICATs that they have used.
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5. Results

The data analysis of this study is mainly divided into two parts: the first step is to
assess the reliability and validity of the measurement model, and the second step is to
evaluate the fit of the structural equation model and the path coefficients.

5.1. Common Method Bias Assessment

Since the data for each measurement item in this study came from the same subjects,
there might be a common method bias issue. Before conducting reliability and validity
analysis, we first conducted Harman’s single-factor test to assess the severity of common
method bias in the study. The single-factor model indicators, χ2/df = 5.257, RMSEA = 0.130,
SRMR = 0.140, IFI = 0.392, CFI = 0.386, GFI = 0.524, AGFI = 0.461, and TLI = 0.345, did
not meet the minimum standards for research and were significantly off the mark [66],
indicating that the model fit was quite poor. This suggests that common method bias was
not severe in this study. Furthermore, we treated behavioral intention as the dependent
variable and the remaining variables as independent variables. We calculated the Variance
Inflation Factor (VIF) for the independent variables. The results showed that the VIF values
for perceived trust were 1.535, perceived risk was 1.339, self-efficacy was 1.311, dependence
worry was 1.346, perceived usefulness was 1.838, and perceived ease of use was 1.392.
As all VIF values for these 6 independent variables fell between 1 and 10, it indicates the
absence of multicollinearity among the independent variables.

5.2. Measurement Model Assessment and Multicollinearity Test

To ensure the quality of data analysis, both Exploratory Factor Analysis (EFA) and
Confirmatory Factor Analysis (CFA) were implemented. The effective sample size for these
analyses was 251, exceeding five times the number of scale items, indicating an appropriate
sample size.

Initially, reliability was examined by calculating Cronbach’s alpha coefficient and Com-
posite Reliability (CR). As depicted in Table 5, a Cronbach’s alpha exceeding 0.7 denotes
high model reliability, and a CR above 0.7 signifies robust construct reliability within the
measurement model [67]. Both CR and Cronbach’s alpha values surpassed 0.7, affirming
the reliability of the questionnaire.

Table 5. Reliability and validity analysis.

Variables Items Cronbach’s α CR AVE

Perceived Trust
(PT)

PT1

0.871 0.874 0.582
PT2
PT3
PT4
PT5

Perceived Risk
(PR)

PR1
0.765 0.753 0.505PR2

PR3

Self-Efficacy
(SE)

SE1
0.785 0.786 0.554SE2

SE3

Dependency Worry
(DW)

DW1

0.836 0.837 0.507
DW2
DW3
DW4
DW5

Perceived Usefulness
(PU)

PU1
0.78 0.779 0.541PU2

PU3
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Table 5. Cont.

Variables Items Cronbach’s α CR AVE

Perceived Ease of Use (PEOU)
PEOU1

0.74 0.746 0.496PEOU2
PEOU3

Behavioral Intention (BI)
BI1

0.758 0.786 0.516BI2
BI3

Subsequently, to evaluate construct validity, the hypothesized seven-factor model was
compared against three alternative models, as detailed in Table 6. The hypothesized model
displayed superior fit compared to the alternatives, validating that the seven variables
analyzed represent distinct constructs and confirming strong structural validity of the
questionnaire. To further assess structural validity, EFA was performed, beginning with
the KMO and Bartlett’s test of sphericity. The KMO value was 0.862, greater than 0.8, and
Bartlett’s test value was less than 0.05 [68], indicating the sample data were suitable for EFA.
Principal Component Analysis (PCA) and Varimax rotation were employed for extraction
and rotation, with the results summarized in Table 7.

Table 6. Multiple model comparison.

Model χ2 df χ2/df RMSEA SRMR IFI CFI GFI AGFI TLI

One-factor model 2602.08 495 5.257 0.130 0.140 0.392 0.386 0.524 0.461 0.345
Three-factor model 2252.45 492 4.578 0.120 0.144 0.492 0.487 0.561 0.500 0.449
Five-factor model 1722.07 486 3.543 0.101 0.132 0.644 0.640 0.624 0.566 0.609

Seven-factor model 760.06 474 1.603 0.409 0.059 0.915 0.913 0.841 0.811 0.904

Note: The seven-factor model includes perceived trust, perceived risk, self-efficacy, dependence worry, perceived
usefulness, perceived ease of use, and behavioral intention. The five-factor model includes perceived trust,
perceived risk, self-efficacy, dependence worry, and behavioral intention. The three-factor model includes
perceived trust, self-efficacy, and behavioral intention.

Table 7. The component matrix extracted by PCA and rotated by Varimax method.

Factor
Communality

1 2 3 4 5 6 7

PT1 0.811 0.736
PT2 0.806 0.703
PT3 0.746 0.633
PT4 0.774 0.697
PT5 0.76 0.65
PR1 0.727 0.623
PR2 0.834 0.732
PR3 0.789 0.716
SE1 0.813 0.707
SE2 0.776 0.751
SE3 0.794 0.701

DW1 0.721 0.583
DW2 0.815 0.704
DW3 0.733 0.599
DW4 0.739 0.584
DW5 0.77 0.639
PU1 0.748 0.669
PU2 0.798 0.721
PU3 0.761 0.711
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Table 7. Cont.

Factor
Communality

1 2 3 4 5 6 7

PEOU1 0.822 0.711
PEOU2 0.789 0.735
PEOU3 0.676 0.595

BI1 0.802 0.728
BI2 0.78 0.64
BI3 0.781 0.7

Convergent validity was then assessed, showing that the Average Variance Extracted
(AVE) [67], except for the variable PEOU at 0.496, exceeded the threshold of 0.5 (as listed in
Table 5 AVE column), which is deemed satisfactory given the proximity of PEOU’s AVE
to 0.5.

Ultimately, discriminant validity was verified using the Fornell–Larcker criterion [69].
This criterion is met when the square root of the Average Variance Extracted (AVE) for
each construct exceeds the correlation coefficients between any pair of variables, indicating
robust discriminant validity among the constructs. The AVEs and correlation coefficients
for the variables involved in this research are presented in Table 8. The lowest square
root of AVE observed was 0.705, while the highest correlation coefficient recorded among
the variables was 0.549, thereby meeting the Fornell–Larcker criterion. This analysis
underscores significant distinctions among the factors examined, thereby demonstrating
strong discriminant validity.

Table 8. Discriminant validity (Fornell–Larcker criterion).

Latent Variable
Latent Variable

BI PT PR DW PU PEOU SE

BI 0.719
PT 0.342 *** 0.763
PR −0.272 *** −0.356 *** 0.710

DW −0.139 * −0.283 *** 0.443 *** 0.712
PU 0.409 *** 0.437 *** −0.459 *** 0.490 *** 0.735

PEOU 0.363 *** 0.420 *** −0.335 *** −0.261 *** 0.367 *** 0.705
SE 0.349 *** 0.431 *** −0.118 −0.188 * 0.309 *** 0.549 *** 0.744

Note: The area below the diagonal represents the correlation coefficient matrix between latent variables, and the
diagonal is

√
AVE. * means p < 0.005, and *** means p < 0.001.

5.3. Structural Equation Model Assessment
5.3.1. Model Fit Index

The current model’s chi-square/degree of freedom (χ2/df ) was 1.506, and other
indices—RMSEA at 0.045, SRMR at 0.078, IFI at 0.943, CFI at 0.943, PCFI at 0.826, GFI at
0.889, AGFI at 0.862, and TLI at 0.934—all exceeded the minimum values recommended by
previous research [66], indicating the good fit of the model [70] and allowing for analysis
of the model test results.

5.3.2. Model Path Analysis

Structural Equation Modeling (SEM) was employed for modeling and assessment,
analyzed using IBM AMOS 24, with results shown in Table 9. According to the find-
ings, all 12 path hypotheses of the model influencing AI programming usage intention
had significant path coefficients (p < 0.05), indicating that the theoretical model’s path
assumptions fully match the actual measurement data results. Among these, the path coef-
ficients for “Dependence Worry → Perceived Risk”, “Perceived Risk → Perceived Trust”,
“Self-Efficacy → Perceived Ease of Use”, and “Perceived Usefulness → Behavioral Intention”
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had p values less than 0.001. The path coefficients for “Self-Efficacy → Dependence Worry”,
“Perceived Risk → Perceived Usefulness”, and “Perceived Ease of Use → Behavioral Inten-
tion” had p values less than 0.01, with the remaining variables’ path coefficients p values
less than 0.05.

Table 9. Path coefficients of the structural equation model.

Hypotheses Relationship Standardized
Estimate Estimate S.E. C.R. p Significance

H1 PT → PU 0.272 0.244 0.073 3.324 *** Supported
H2 PT → PEOU 0.197 0.193 0.077 2.497 0.013 Supported
H3 PR → PT −0.304 −0.3 0.085 −3.524 *** Supported
H4 PR → PU −0.266 −0.235 0.077 −3.036 0.002 Supported
H5 PR → PEOU −0.193 −0.186 0.081 −2.3 0.021 Supported
H6 DW → PT −0.185 −0.18 0.077 −2.328 0.02 Supported
H7 DW → PR 0.402 0.396 0.081 4.861 *** Supported
H8 SE → DW −0.215 −0.199 0.071 −2.791 0.005 Supported
H9 SE → PEOU 0.48 0.421 0.078 5.371 *** Supported
H10 PU → BI 0.312 0.579 0.162 3.563 *** Supported
H11 PEOU → PU 0.186 0.17 0.076 2.235 0.025 Supported
H12 PEOU → BI 0.276 0.468 0.151 3.108 0.002 Supported

Note: p indicates significance, *** means p < 0.001, typically a two-tailed test p < 0.05 indicates that the path
coefficient estimate is significantly non-zero, meaning the unstandardized path coefficients are significant.

Finally, we marked the path coefficients and their significance levels on the SEM
diagram, as shown in Figure 2.
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5.3.3. Mediation Effect Analysis

From Figure 2, it is evident that the dependent variable of the model is behavioral
intention, and the independent variable is self-efficacy. We aim to investigate the mediating
effects from self-efficacy to behavioral intention in order to reveal how users’ sense of
self-efficacy specifically influences their behavioral intentions. Therefore, we analyzed all
11 paths from self-efficacy to behavioral intention in Table 10 using the bootstrap method,
with 5000 resamples at a 95% confidence level. The results in Table 11 show that the total
mediating effect is 0.183. Except for Path 6, where the p-value is greater than 0.05, the
p-values for the other paths are all less than 0.05, with confidence intervals that do not cross
zero, achieving significance. Among these, Path 1 has the highest mediating effect at 0.132,
followed by Path 2 at 0.028, while Paths 10 and 11 have smaller mediating effects, both less
than 0.0016.
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Table 10. Mediating effect paths and path names.

Path Name Path

ind1 SE→PEOU→BI
ind2 SE→PEOU→PU→BI
ind3 SE→DW→PR→PU→BI
ind4 SE→DW→PR→PEOU→BI
ind5 SE→DW→PT→PEOU→BI
ind6 SE→DW→PT→PU→BI
ind7 SE→DW→PR→PT→PU→BI
ind8 SE→DW→PR→PT→PEOU→BI
ind9 SE→DW→PR→PEOU→PU→BI
ind10 SE→DW→PT→PEOU→PU→BI
ind11 SE→DW→PR→PT→PEOU→PU→BI

Table 11. Mediating effect analysis.

Path Name Std Estimate SE Lower Upper p

ind1 0.132 0.054 0.037 0.250 0.007
ind2 0.028 0.020 0.003 0.086 0.021
ind3 0.007 0.008 0.000 0.039 0.029
ind4 0.005 0.004 0.000 0.023 0.020
ind5 0.002 0.003 0.000 0.015 0.035
ind6 0.003 0.006 0.000 0.023 0.062
ind7 0.002 0.003 0.000 0.013 0.024
ind8 0.001 0.001 0.000 0.008 0.012
ind9 0.001 0.001 0.000 0.007 0.027
ind10 0.000 0.001 0.000 0.004 0.041
ind11 0.000 0.000 0.000 0.003 0.020

total effect 0.183 0.056 0.080 0.300 0.000

6. Discussion and Implication
6.1. Discussion of Results

This study aimed to identify the key factors that influence college students’ willingness
to adopt AI-assisted programming tools. Firstly, the study found that the external variable
perceived trust has a significant positive impact on perceived usefulness and perceived
ease of use, corroborating prior research [31,71]. In the realm of AI applications, building
user trust is vital for promoting their adoption [35]. The greater the trust, the more likely
users are to accept AI services [72]. For AI-assisted programming tools, increased user trust
translates into greater confidence in the tools’ functionalities, which in turn enhances their
willingness to use these tools.

Conversely, perceived risk has a significant negative impact on perceived usefulness
and perceived ease of use, in line with earlier findings [73]. Users’ apprehensions about
the risks associated with using AI-assisted coding tools (AICAT) significantly deter their
usage. Security vulnerabilities and the potential low quality of generated code are major
concerns, prompting users to prioritize these risks when considering AICAT. Developers
can mitigate these concerns by improving the code data purity used in model training,
enhancing AICAT function transparency, and making the code’s generation process more
interpretable, thus fostering a greater willingness to use AICAT.

Additionally, dependence worry, as a new external variable proposed affecting AICAT
use, which has been shown to impact perceived trust and perceived risk positively and
negatively, respectively. This view of risk concerns about AICAT aligns with previous
research [11]. This situation is more prominent among college students, who have learning
and skill needs and may unconsciously rely on tools when using AI-assisted programming
tools, which is sometimes detrimental to learners, even though reliance often indicates
trust in the product. Therefore, for learners and similar groups, developers can offer more



Systems 2024, 12, 176 15 of 19

suitable learning modes, respond to users’ needs for code-learning capability enhancement,
and reduce users’ dependence worries.

Moreover, self-efficacy has a negative impact on dependence worry and a significant
positive impact on perceived ease of use, which also aligns with previous research find-
ings [74–76]. Compared to traditional programming learning and development, using
AICAT for code work has a lower barrier to entry and is easier to start, resulting in less
frustration for users during the process due to higher self-efficacy. When dealing with users
who have low self-efficacy, it is often because these users are beginners or have a strong
need to learn and master programming skills, which results in greater dependency and
anxiety. Therefore, while enhancing the ease of use and convenience of AICAT functions,
developers can also adjust the product’s operation mode according to users’ personal
demands or familiarity with the code.

Both perceived usefulness and perceived ease of use positively influence user willing-
ness to adopt AICAT, a finding supported by numerous studies [23,77–79]. This underscores
the importance of these factors in enhancing user engagement with AICAT. Drawing on
the Technology Acceptance Model (TAM), this research integrates specific external factors
(perceived trust, perceived risk, self-efficacy) into a model tailored for AICAT user expe-
rience research, thereby exploring how these factors interplay and affect user attitudes
towards AICAT’s perceived usefulness and ease of use. Going forward, developers should
focus on refining AICAT’s usability and ease of use based on these insights to boost user
adoption rates. Concurrently, while developing digital business models that adapt to
the new technological environment [80,81], further refinement of AICAT’s user service
system can be carried out to enhance the product’s user experience. Although AICAT
has significantly improved user experience over traditional programming interfaces, it
introduces new challenges. Maintaining a balance between ease of programming, product
sustainability, and risk management is essential for fostering and enhancing user trust in
AICAT. Regarding the implementation of the Technology Acceptance Model (TAM), this
research has effectively integrated the TAM model into user studies concerning AICAT,
thus extending the model’s applicability within the realm of artificial intelligence products.
This expansion not only underscores the versatility of the TAM model in AI product user
research but also offers valuable insights for its potential application in a wider array of AI
product studies in the future.

6.2. Implication

This study provides valuable theoretical contributions to the user experience in the
domain of AI Coding Assistant Tool (AICAT), providing significant insights for their
ongoing development and refinement. Reviewing past research, although TAM theory has
been widely applied in the field of AI products, there has been relatively little exploration
and analysis specifically for AICAT, which has emerged in recent years. Building on
TAM, this research introduces perceived trust and perceived risk with self-efficacy and
dependence worry as pivotal external variables, thereby creating a novel user acceptance
model for AICAT. The model’s validation revealed that users, particularly college students
surveyed in this study, recognize AICAT’s functionality as highly convenient but are also
apprehensive about potential sustainability risks, notably those associated with dependence
worry. These findings suggest avenues for AICAT’s further refinement, emphasizing the
necessity to address users’ educational and long-term development needs alongside their
immediate needs for efficient programming. By mitigating users’ fears about becoming
overly reliant on AICAT due to concerns about personal skill advancement, this research
also informs the broader development of AI products, concentrating on alleviating user
anxieties related to dependency on AI technologies. Although this research primarily
investigated college students, their patterns of using AICAT closely align with those
of the platform’s main user base. Both demographics are unified by their objectives to
either acquire or enhance programming skills. Developers can capitalize on the shared
characteristics between college and non-college users in their engagement with AICAT. By
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doing so, they can use these insights to iteratively refine AICAT products, thereby more
effectively addressing the needs of their users.

In summary, the results of this study identified key factors influencing college students’
willingness to use AI-assisted programming tools (perceived trust, perceived risk, self-
efficacy, and dependence worry), and validated the relationships and impact among these
factors. These key factors can be extended to a broader user group, providing suggestions
in the user experience dimension for the development and improvement of AICAT. In
future developments, AICAT developers can continuously enhance the user experience
of AICAT, strengthen users’ trust in AICAT, and gain broader promotion and recognition
based on the results of this study and real user feedback.

6.3. Limitation and Future Research

This study presents several limitations. Primarily, the sample is largely composed of
college students, who may not accurately represent the core users of AICAT in various
contexts. Moreover, the data predominantly originate from China, highlighting the neces-
sity for more heterogeneous samples to affirm the broader applicability of our findings.
Future studies should aim to collect data from multiple countries and regions to diversify
the study’s participants and enhance the representativeness of the results. Second, this
study predominantly utilized an online questionnaire, garnering only 251 valid responses.
Subsequent research should increase the quantity of questionnaires and incorporate other
research methods, such as interviews or experiments, to gain a deeper understanding of
users’ needs and feedback.

7. Conclusions

This study, focusing on college students as the primary research group and based on
TAM theory, explored key factors influencing users’ willingness to use AICAT. The findings
reveal that users’ willingness to use AICAT is mainly influenced by perceived trust and
perceived risk. More specifically, it is affected by users’ self-efficacy and dependence worry.
Users’ dependence worry has a positive impact on perceived risk, while perceived risk
negatively affects users’ perceived usefulness and perceived ease of use. Users’ self-efficacy
negatively impacts their dependence worry but positively affects perceived ease of use.
This suggests that users’ willingness to use AICAT is often influenced by their trust in
the product and their risk assessment, with the sustainability of skill learning also being
an important moderating factor for the learner group. Overall, these findings provide
suggestions in the user experience dimension for AICAT developers and offer insights for
the future development of AICAT.
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