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Abstract: With the rapid development of intelligent driving vehicles, multi-task visual perception
based on deep learning emerges as a key technological pathway toward safe vehicle navigation in real
traffic scenarios. However, due to the high-precision and high-efficiency requirements of intelligent
driving vehicles in practical driving environments, multi-task visual perception remains a challenging
task. Existing methods typically adopt effective multi-task learning networks to concurrently handle
multiple tasks. Despite the fact that they obtain remarkable achievements, better performance can
be achieved through tackling existing problems like underutilized high-resolution features and
underexploited non-local contextual dependencies. In this work, we propose YOLOPv3, an efficient
anchor-based multi-task visual perception network capable of handling traffic object detection,
drivable area segmentation, and lane detection simultaneously. Compared to prior works, we make
essential improvements. On the one hand, we propose architecture enhancements that can utilize
multi-scale high-resolution features and non-local contextual dependencies for improving network
performance. On the other hand, we propose optimization improvements aiming at enhancing
network training, enabling our YOLOPv3 to achieve optimal performance via straightforward end-
to-end training. The experimental results on the BDD100K dataset demonstrate that YOLOPv3 sets a
new state of the art (SOTA): 96.9% recall and 84.3% mAP50 in traffic object detection, 93.2% mIoU
in drivable area segmentation, and 88.3% accuracy and 28.0% IoU in lane detection. In addition,
YOLOPv3 maintains competitive inference speed against the lightweight YOLOP. Thus, YOLOPv3
stands as a robust solution for handling multi-task visual perception problems. The code and trained
models have been released on GitHub.

Keywords: intelligent driving vehicles; multi-task learning; multi-task visual perception; object
detection; semantic segmentation

1. Introduction

More recently, extensive research on intelligent driving vehicles has revealed the
significance of environmental perception systems. As the bases for downstream tasks such
as vehicle positioning, path planning and 3D reconstruction, environmental perception
systems are crucial parts of intelligent driving vehicles. It facilitates a comprehensive
understanding of the surrounding environment through various vehicle-mounted sensors
such as LiDAR, cameras, millimeter-wave radar, and GPS/IMU. Two commonly used
sensors are LiDAR and camera. LiDAR-based perception systems can effectively capture
information about the distance and speed of surrounding objects, but they are expensive.
In contrast, a camera-based visual perception system can capture rich semantic information
from the surrounding environment at a lower cost, enabling vehicles to make optimal
driving decisions. Consequently, the visual perception system finds wider application in
intelligent driving vehicles.
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In practice, to satisfy the safety and stability requirements of intelligent driving vehi-
cles, researchers [1–5] commonly agree that visual perception systems should possess three
basic perception capabilities: Firstly, traffic object detection aims at recognizing specific
traffic objects within images and locating their positions, thus empowering vehicles to an-
ticipate and respond to the potential risks of collision. Secondly, drivable area segmentation
serves as a typical semantic segmentation task that can delineate the road regions suitable
for vehicle navigation. Thirdly, lane detection seeks to locate lanes in the current vehicle
driving environment, thereby providing accurate lane-keeping operations for safe driving.
These capabilities jointly empower intelligent driving systems with a holistic view of the
environment, contributing to safe navigation and intelligent decision-making. Over recent
years, deep learning has advanced rapidly and made significant achievements. Many
excellent methods can be utilized to tackle these tasks separately. For instance, SSD [6],
FCOS [7] and YOLO [8] are used for object detection; U-Net [9], SegNet [10], PSPNet [11]
and DeeplabV3+ [12] for performing semantic segmentation; and LaneNet [13], SCNN [14],
ENet-SAD [15] and ENet [16] to detect lanes. The above approaches achieve remarkable
achievements in their respective tasks. Nevertheless, due to the inherent limitation of
resources of the intelligent driving system, significant delays caused by continuous image
processing via multiple different models pose a significant challenge to safe driving. To
tackle this challenge, researchers have introduced multi-task learning methods to speed up
image processing as well as enhance network generalization via accomplishing multiple
related visual tasks simultaneously. For example, YOLOP [2], built upon the lightweight
one-stage detector YOLOv4, enables simultaneous traffic object detection, drivable area
segmentation and lane detection. The subsequent HybridNets [3] and YOLOPv2 [4] retain
the fundamental design concepts in YOLOP, and employ effective network architectures as
well as training strategies for better multi-task prediction performance on the BDD100K
dataset [17]. The recent YOLOPX [5] replaces the anchor-based detection head utilized
in previous works with an anchor-free decoupled detection head, thus improving the
flexibility and extensibility of the multi-task network. However, this anchor-free manner
typically requires complex optimization strategies and large computational costs to achieve
optimal performance, thus making the multi-task network harder to train. Therefore, this
paper focuses on anchor-based multi-task networks and seeks to simplify training and
improve the prediction performance of the networks.

For this purpose, a thorough study of existing multi-task visual perception methods
is conducted. We recognize that despite the commendable performances exhibited by
existing methods, they still suffer from the following drawbacks. Firstly, they fail to fully
leverage multi-scale high-resolution features. For example, YOLOP [2] and YOLOPv2 [4]
fail to utilize high-resolution features. HybridNets [3] and YOLOPX [5] only employ them
for semantic segmentation. This manner is not conducive for the network to detect small
objects that are prevalent in intelligent driving scenarios. Secondly, current anchor-based
multi-task networks suffer from difficulties in capturing non-local (i.e., long-distance) con-
textual information. They generally adopt Path Aggregation Networks (PANs) [18], Feature
Pyramid Networks (FPNs) [19], or Bidirectional Feature Pyramid Networks (BiFPNs) [20]
for obtaining contextual dependencies. Nevertheless, the convolutional layer’s constrained
receptive field hinders information propagation over long distances, thus impairing net-
work performance. Thirdly, training optimization remains a significant challenge, such as
HybridNets [3], which employs a stage-wise training strategy and numerous pre-defined
anchors for optimal results, leading to increased computing expense. Existing anchor-based
works [2–4] typically utilize a hand-crafted label assignment strategy that results in ambigu-
ous matching between the prior anchors and the ground truth, thus impairing detection
performance. The training strategy of YOLOPX [5] primarily focuses on an anchor-free
multi-task network and fails to be directly applied to an anchor-based one.

To tackle these shortcomings, we propose YOLOPv3, an efficient anchor-based multi-
task visual perception network, which can jointly handle object detection, drivable area
segmentation and lane detection, thus saving computing expense and speeding up infer-



Remote Sens. 2024, 16, 1774 3 of 20

ence. YOLOPv3, built upon the one-stage detector YOLOv7, is a classical encoder–decoder
architecture. We have made the improvements as follows: (1) We design a novel multi-task
learning architecture that can effectively leverage multi-scale high-resolution features to
enhance network performance in small object detection and small region segmentation.
(2) We propose a lightweight self-attention (SA)-based refined module and integrate it into
the lane detection head. This module can capture non-local contextual dependencies and
further enhance lane detection with little computing expense. (3) We propose optimiza-
tion improvements (e.g., hybrid data augmentation, model re-parameterization, dynamic
label assignment, and new multi-task loss function) that can optimize network training
without increasing inference expense, thus allowing the anchor-based YOLOPv3 to attain
best results via straightforward end-to-end training instead of stage-wise training as in
HybridNets [3]. In addition, we only utilize 12 anchors (significantly less than HybridNets
which has 45 anchors), making the memory consumption acceptable for users with limited
computational resources. Following [2–5], we train and evaluate YOLOPv3 on three visual
tasks of the BDD100K dataset, which is a large and prevalent driving video dataset and can
support the research of multi-task learning in the field of intelligent driving. The experimen-
tal results demonstrate that YOLOPv3 sets a new state of the art (SOTA): 96.9% recall and
84.3% mAP50 for traffic object detection, 93.2% mIoU for drivable area segmentation, and
88.3% accuracy and 28.0% IoU for lane detection. Compared to the lightweight networks
YOLOP and HybridNets, the proposed YOLOPv3 obviously surpasses them. Furthermore,
YOLOPv3 achieves an inference speed of 37 FPS, which is faster than HybridNets (17 FPS)
and comparable to YOLOP (39 FPS) on the NVIDIA RTX 3080. These results indicate
that YOLOPv3 is suitable for real-time operation. Compared to previous anchor-based
SOTA YOLOPv2 and anchor-free SOTA YOLOPX, our YOLOPv3 demonstrates better
performance with fewer parameters. Specifically, YOLOPv3 possesses 8.7 million fewer
parameters than YOLOPv2 and 2.7 million fewer parameters than YOLOPX.

The main contributions can be summarized as follows:

1. We propose YOLOPv3, an efficient anchor-based multi-task visual perception network
capable of simultaneously handling object detection, drivable area segmentation, and
lane detection.

2. We propose architecture enhancements to utilize multi-scale high-resolution features
and non-local contextual dependencies to improve network performance.

3. We propose optimization improvements aiming at enhancing network training, allow-
ing our YOLOPv3 to achieve optimal performance via straightforward end-to-end
training.

4. We empirically validate the effectiveness of our proposed method by achieving supe-
rior performance to most current SOTA methods on the BDD100K dataset.

2. Related Work

Traffic Object Detection. Object detection aims to locate and classify objects within
images. Significant advancements in deep learning have established a robust foundation
for its application in diverse fields such as intelligent driving vehicles [21], medical health-
care [22], agricultural robots [23], and remote sensing [24–26]. Currently, object detection
methods are mainly categorized into two-stage and one-stage methods. Two-stage methods
such as the R-CNN series [27–29] first obtain the regions of interest (ROIs), then predict
categories and perform boundary box regression based on these ROIs. These methods
perform well but are training complex and computationally intensive. In contrast, one-
stage methods like SSD [6] and YOLO [8] can directly and concurrently perform object
classification and bounding box regression, leading to a simpler procedure and faster
processing. Recently, certain researchers have argued that anchor-based schemes restrict
the performance limits of detection methods to some extent. Therefore, they advocate for
anchor-free one-stage methods such as CenterNet [30], FCOS [7] and YOLOX [31], which
are effective in improving the facilitation of object detection. Furthermore, the emergence
of transformer-based structures has opened up new avenues for one-stage object detection.
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DETR series [32,33] are typical transformer-based methods that simplify the object detection
pipeline and eliminate the need for hand-crafted anchors. However, these methods are
computationally intensive and may require substantial training data to achieve optimal
results. Thus, it is essential to consider the speed, accuracy, and computational complexity
to ensure a method meets our practical needs.

In this work, we employ the one-stage detector YOLOv7 [34], which achieves an
excellent balance between accuracy and speed.

Semantic Segmentation. Semantic segmentation is essential for understanding image
context at a pixel-wise level. Early methods, such as FCN [35] and SegNet [10], perform
end-to-end but coarse prediction. To acquire comprehensive contextual information and
promote accurate pixel-wise predictions, subsequent researchers introduce multi-scale high-
resolution features into the semantic segmentation pipeline. Numerous methods leverage
these features for excellent results. For instance, PSPNet [11] employs the Pyramid Pooling
Module (PPM) to consolidate context information across various scales, thereby enhancing
the network’s capability to capture global information. Deeplab v3+ [12] introduces atrous
convolutions and Atrous Spatial Pyramid Pooling (ASPP) to account for both local detail
and global context, yielding remarkable achievements in accuracy and scale awareness.
In addition, it introduces additional high-resolution feature maps that are 1/4 of the size
of the input image into ASPP, thus improving segmentation results for small regions and
producing smoother boundaries. However, the convolutional layer’s constrained recep-
tive field hinders information propagation over long distances, thus impairing network
performance. To tackle this problem, researchers introduce non-local operations [36]. For
example, CrossViT [37] explores the fusion of vision transformers and CNN to further
improve segmentation capabilities. SETR [38] regards semantic segmentation as the pre-
diction task of Seq2Seq and proposes a novel transformer-based architecture to capture
extensive contextual information.

In this study, drivable area segmentation and lane detection are classical pixel pre-
diction tasks, where pixel-wise binary classifications are usually performed to determine
whether a pixel belongs to a drivable area or a lane line [13–16,39]. Consequently, it is
very beneficial to introduce multi-scale high-resolution features and non-local contextual
dependencies for improving network performance.

Multi-task Learning. Multi-task learning seeks to train a single model capable of
simultaneously addressing multiple related tasks. In this model, each task branch shares
information to improve the generalization of the model and accelerate convergence. In
practice, the simultaneous execution of multiple related tasks by multi-task networks can
efficiently leverage available resources and substantially diminish computational redun-
dancy. This can confer significant advantages for the edge-side intelligent driving system
with limited resources. Current works generally employ the encoder–decoder architectures.
A good example is Mask R-CNN [29], which adds a parallel instance segmentation head
based on Faster R-CNN to handle classification, object detection, and instance segmentation
in a unified manner. MultiNet [40] simultaneously implements scene classification, object
detection, and drivable area segmentation through a simple encoder–decoder architecture.
DLT-Net [1] designs a context tensor to fuse features from multiple task branches, thus
enabling the network to efficiently identify traffic objects, lane lines, and drivable areas
according to extensive features. YOLOP [2], built upon the one-stage detector YOLOv4,
achieves remarkable performance on three visual tasks of the BDD100K dataset. How-
ever, the simplicity of its network architecture leaves room for further improvements.
HybridNets [3] enhances YOLOP by employing a more robust network architecture, au-
tomatically customized anchor technology, and a new loss function and optimization
strategy. YOLOPv2 [4] retains the core design concepts of prior works [2,3], but employs
more efficient network architecture and training strategy for better multi-task prediction
performance. The recent YOLOPX [5] replaces the anchor-based detection head utilized
in previous works with an anchor-free decoupled one, which improves the flexibility and
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extensibility of the network. Moreover, YOLOPX also employs a lightweight lane detection
head and optimization strategy to obtain better network performance.

Although these multi-task networks demonstrate commendable performance, they
still suffer from several drawbacks such as suboptimal network architecture and training
optimization. Therefore, there is a need to design a new multi-task visual perception
network seeking to simplify training and further enhance network performance.

3. Methods
3.1. Network Architecture

As illustrated in Figure 1, YOLOPv3, built upon the one-stage detector YOLOv7 [34], is
a typical encoder–decoder architecture, where (1) the shared encoder comprises a backbone
network and a neck network for extracting features and fusing features, respectively, and
(2) the three task-specific decoders are employed for traffic object detection, drivable area
segmentation, and lane detection, respectively.
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Figure 1. The network architecture of YOLOPv3. YOLOPv3 is a unified encoder–decoder network,
consisting of one shared encoder (i.e., a backbone network and a neck network) and three different
decoders (i.e., object detection head, drivable area segmentation head, and lane detection head). We
introduce the high-resolution features C2 generated by the backbone network into the neck network.
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‘CBS’ and ‘CBS-N’ are the basic building units of YOLOPv3. ‘CBS’ comprises a convolutional layer,
a BatchNorm layer and a SiLU activation function. ‘CBS-N’ consists of a ghost convolutional layer
which contributes to decreasing the model parameters and computation. The detailed structures
of other modules (e.g., ‘ELAN’, ‘ELAN-H’, ‘SPPCSPC’, and ‘UP’) are described in the figure below.
‘C’ denotes concatenation operation. ‘SA’ denotes an SA-based refined module that captures non-local
contextual dependencies and enhances lane detection with little computation cost.

YOLOPv3 delivers image I ∈ RH×W×3 into the backbone network and generates
multiple features C2, C3, C4 and C5. The sizes of these features are 1/4, 1/8, 1/16, and 1/32
compared to the input image, respectively. We feed these features into the neck network
(i.e., PAN) and generate features P2, P3, P4, and P5 through a top-down path and then
generate features N2, N3, N4 and N5 through another bottom-up path (Figure 1b). Among
them, N2, N3, N4 and N5 are delivered to the object detection head (Figure 1c), P4 and P2 are
sent to two semantic segmentation heads (Figure 1d,e). Next, these task-specific decoders
receive the corresponding input features and produce three different outputs. Finally, we
combine these output results to generate the final multi-task visual perception outputs.
For a fair comparison with prior works, we resize images in the BDD100k dataset from
720 × 1280 to 384 × 640 as in [2–5]. Therefore, we set H and W to 384 and 640, respectively,
in this work.

3.1.1. Encoder

Backbone Network. The backbone network is the central component of the neural
network architecture and is utilized to extract features from the input data. It has a crucial
effect on network performance. Current advanced methods typically utilize classical
classification networks pretrained on the ImageNet dataset as their backbone networks
and achieve excellent results [41–45]. Unlike CSPDarknet [46,47] used by YOLOP, we
adopt a robust backbone network employed by YOLOv7 [34], called ELAN-Net, which
consists of ‘Stem’, ‘Efficient Layer Aggregation Networks (ELAN)’ and ‘DOWN’ modules.
ELAN-Net utilizes ‘ELAN’ as the basic unit instead of Cross Stage Partial (CSP) networks
in YOLOP. ‘ELAN’ can optimize the gradient length of the whole network by constructing
the computing block in a stacked manner, enabling the network to learn more significant
features and be more robust. The ‘Stem’ module consisting of four ‘CBS’ is utilized for
initial feature extraction. ‘DOWN’ modules are utilized for down-sampling operations.
Further details are shown in Figure 1a.

Neck Network. The neck network is responsible for further processing and integrating
the features derived from the backbone network for better collaboration with the subsequent
prediction heads. Prior work has proposed several different neck networks such as FPN,
PAN and BiFPN. YOLOP adopts YOLOv4’s PAN as the neck network to integrate different
scale features via bidirectional paths (i.e., top-down path and bottom-up path). In addition,
YOLOP also embeds the Spatial Pyramid Pooling (SPP) module into PAN to generate and
integrate more features. To further boost the performance, we propose an improved multi-
scale strategy based on YOLOv7’s PAN [34]: (1) High-resolution features play a crucial role
in detecting small objects and segmenting small regions. Therefore, we introduce the high-
resolution features (i.e., C2) produced by backbone with the resolution of 1/4 of the input
image. (2) Instead of applying the SPP module used in YOLOP, we employ the ‘SPPCSPC’
module for better generation and integration of higher-level features. (3) To address
the increase in computation and parameters induced by (1) and (2), we employ Ghost
Convolution [48], which can efficiently generate features with cheap transformations and
fewer filters. In conclusion, the above enhancements enable our neck network to effectively
capture multi-scale high-resolution features while balancing prediction performance and
computational cost. Further details are shown in Figure 1b. It is worth noting that our neck
network utilizes ‘ELAN-N’ as the basic unit instead of ‘ELAN’ in the backbone network,
because ‘ELAN-N’ can aggregate multi-scale features more efficiently by concatenating
five different outputs. ‘UP-N’ and ‘DOWN-N’ modules are introduced for up-sampling
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operations and down-sampling operations, respectively, and three ‘CBS-N’ are utilized to
change the channels of the input features.

3.1.2. Decoder

Object Detection Head. We employ an anchor-based multi-scale prediction approach
for detecting different size objects on multi-scale high-resolution features Hi × Wi × Ci,
where i ∈ {2,3,4,5} denotes different scales. Specifically, we first set three prior anchors on
each grid cell of these features. These prior anchors are automatically generated by the
adaptive anchor generation strategy, where small anchors correspond to the high-resolution
features and the opposite for low-resolution features. This setting is advantageous for small
object detection. Then, we utilize the ‘RepConv’ module [49] to change the channel numbers
of the input features. Moreover, this module performs re-parameterization to improve the
inference efficiency of the network during inference. Finally, we employ 1× 1 convolutional
layers to produce the final results Hi × Wi × Anchor × (C + 4 + 1), where Anchor denotes
the number of anchors (i.e., 3), C denotes the classification probability, 4 denotes four
regression offsets (i.e., the offsets of the center coordinates, width and height) relative to
each anchor, and 1 denotes the object confidence. Details are shown in Figure 1c.

Drivable Area Segmentation Head. In practice, there are distinct differences in the
regions of interest between the two segmentation tasks, where drivable area segmentation
focuses on large region segmentation, but lane detection emphasizes small region segmen-
tation. Instead of tackling this difference, YOLOP employs the same head network and
input features to output two different segmentation results. This shared manner contributes
to faster inference but may lead to mutual disruption between the two task heads, thus
impairing the prediction performance of the network. To alleviate this problem, inspired
by prior works [4,5,50], we adopt an input decoupling strategy to provide distinct input
features for each visual task. For drivable area segmentation, the low-resolution features
are adequate for effective prediction. Hence, we employ P4 as input features and restore
them to (H, W) size via a set of convolutional and up-sampling operations. Specifically,
we first employ the ‘UP’, ‘ELAN-H’ and ‘CBS’ modules alternately to restore P4 to (H, W)
size, and then normalize the output features via a ‘Sigmoid’ module to output the final
segmentation masks. More details are shown in Figure 1d.

Lane Detection Head. For lane detection, it is likely to lose important information if
low-resolution features are utilized, as lane lines typically occupy only a relatively small
region within an image. Therefore, as shown in Figure 1e, we introduce multi-scale high-
resolution features P2 as the input to capture more details. In practice, we restore P2 to the
size of H × W by utilizing ‘ELAN-H’, ‘UP’ and ‘CBS’ modules alternately. However, the
above manner fails to capture non-local contextual dependencies and hinders information
propagation over long distances. To tackle this limitation, a lightweight SA-based refined
module (i.e., ‘SA’ module) is embedded behind each of the ‘ELAN-H’ modules in the
lane detection head. This module is built upon the Polarized Self-Attention module [51],
which can efficiently capture non-local contextual dependencies between pixels with little
computing expense. Specifically, the SA-based refined module includes two main steps:
(1) We first collapse the input features of size h × w × c in channel and spatial direction
while maintaining a high resolution in its counterpart direction. We then use Softmax,
Sigmoid, LayerNorm and other operations to restore the features to their original sizes.
(2) The outputs of the above channel-only and spatial-only self-attention are summed
to produce the composition outputs. The composition outputs are then passed through
BatchNorm and SiLU activation function [52] to produce the final features of size h × w × c.
More details can be found in Figure 2. In addition, we do not utilize the ‘SA’ module in
other task heads as we find that it brings no gain.
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3.2. Training Optimization

Hybrid Data Augmentation. We employ an efficient hybrid data augmentation
strategy mainly comprising Albumentations, Mosaic, and MixUp. The networks trained
using this strategy exhibit outstanding generalization and robustness to adapt to various
scenarios in real life. Albumentations [53] is a powerful image augmentation library with
many different image transformation operations. In addition to basic operations such as
flipping and rotating, we also introduce many advanced operations from Albumentations
such as randomshadow and randomsunflare to further improve the robustness of the
network. Mosaic and MixUp [54] are efficient augmentation strategies widely utilized in
the YOLO series and other detectors.

Model Re-Parameterization. Model re-parameterization is a technique for improving
the efficiency and performance of networks by merging multiple computational modules
into a fully equivalent module at the inference stage [55]. Because it can reduce model com-
plexity and improve inference speed without sacrificing accuracy, it has been extensively
employed in various computer vision tasks in recent years. In this work, we introduce
model re-parameterization into our network architecture. This technique divides ‘CBS’,
‘CBS-N’, and ‘RepConv’ of our network into multiple same or different branching mod-
ules during training, and integrates multiple branching modules into a fully equivalent
module during inference. An example is illustrated in Figure 3. During training, ‘Rep-
Conv’ utilizes a residual structure containing multiple convolutional layers for feature
extraction. During inference, ‘RepConv’ re-parameterizes various modules into a fully
equivalent 3 × 3 convolutional layer to reduce computation and memory consumption
without sacrificing accuracy.
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Dynamic Label Assignment. If we follow the commonly hand-crafted label assign-
ment strategy to assign the optimal anchor to each ground truth, there may be multiple
ground truths corresponding to the same anchor, which has a significantly negative impact
on network training. To address the issue of fuzzy matching between anchors and ground
truths, we use a dynamic label assignment strategy [34]. This strategy is mainly based on
SimOTA [31], which tackles the label assignment problem from a global perspective and per-
forms excellently among recent assignment strategies. In this work, we adopt the dynamic
label assignment strategy to optimize training and enhance object detection performance.

Multi-Task Loss Function. Our multi-task loss function is the weighted sum of
the detection loss Ldet, drivable area segmentation loss Lda, and lane detection loss Lll .
Detection loss Ldet comprises multiple components: the classification loss Lcls, regression
loss Lreg and object loss Lobj. Both Lcls and Lobj are Focal loss [56], which are utilized to
supervise object classification and object confidence, respectively. Lreg is IoU loss, which
reflects the ratio of overlap between the predicted box and the ground truth. Ldet is defined
as follows:

Ldet = λclsLcls + λregLreg + λobjLobj (1)

where λcls, λobj, and λreg are hyper-parameters to balance three parts of Ldet, which are set
to 0.3, 0.7 and 0.05, respectively, as in YOLOv7.

Lda is the Binary Cross-Entropy (BCE) loss frequently utilized in semantic segmentation.
For lane detection loss, we adopt a combination of Focal loss L f ocal with α = 0.25, γ = 2.0
and Tversky loss Ltv [57] with α = 0.7, β = 0.3 as in YOLOPX [5]. L f ocal is utilized to alleviate
class imbalance, as positive samples tend to be significantly fewer than negative samples in
lane detection. We utilize Ltv to penalize false positives, as our method tends to produce more
false positives. Lll is formulated below:

Lll = L f ocal + Ltv (2)

L f ocal = − 1
N

c−1

∑
c=0

N

∑
n=1

tn(c)(1 − pn(c))
γlog(pn(c)) (3)

Ltv = C −
c−1

∑
c=0

TPp(c)
TPp(c) + αFPp(c) + βFNp(c)

(4)

TPp(c) =
N

∑
n=1

pn(c)tn(c) (5)

FNp(c) =
N

∑
n=1

(1 − pn(c))tn(c) (6)

FPp(c) =
N

∑
n=1

pn(c)(1 − tn(c)) (7)

where C represents the total number of classes, while N stands for the total number of
pixels in the input image. pn(c) indicates the probability that pixel n belongs to class c, and
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tn(c) represents the corresponding ground truth. TPp(c), FNp(c), and FPp(c) indicates true
positives, false negatives and false positives, respectively.

The overall loss function for our YOLOPv3 is defined below:

Lall = λdetLdet + λdaLda + λllLll (8)

where λdet, λda, and λll are hyper-parameters. We tune both λda, and λll to be 0.2 as in
YOLOP and YOLOPX. We set λdet to 0.75 through extensive experiments.

4. Experiments
4.1. Experimental Settings

Dataset. We perform experiments on the BDD100K dataset [16]. It is a large and chal-
lenging autonomous driving dataset, which contains images under different weathers (e.g.,
sunny, rainy, cloudy, foggy), timings (e.g., daytime, night-time) and driving scenarios (e.g.,
urban roads, highways, rural roads). Therefore, the model trained on the BDD100K dataset
has excellent robustness and generalization. The BDD100K dataset contains a training set,
a validation set and a test set, with 70,000 images for the training set, 20,000 images for the
validation set, and 10,000 images for the test set. For a fair comparison with prior works,
we follow the common practice [2–5,15]: (1) We resize the original image to the size of
(384, 640). (2) We train the network on the training set and evaluate it on the validation
set. (3) We combine four object detection classes (bus, train, truck, car) into one (vehicle),
and two drivable area classes (alternative, direct) into one (drivable). (4) We convert the
lane lines, which are marked with two edge lines in the BDD100K dataset, to centerlines.
Meanwhile, we set the centerline width to 8 pixels in the training set, and 2 pixels in the
validation set.

Evaluation Metrics. Following common practice [2–5], we adopt different evaluation
metrics for different visual tasks. For object detection, we utilize Recall and mAP50 as the
evaluation metrics. For drivable area segmentation, we employ mIoU as the evaluation
metric. For lane detection, we adopt Pixel Accuracy and IoU as the evaluation metrics.

Implementation Details. We conduct experiments utilizing the Pytorch framework.
YOLOPv3 is built upon the excellent one-stage detector YOLOv7. YOLOPv3 is trained
on the NVIDIA Tesla V100 (Sourced by NVIDIA Corporation in Santa Clara, CA, USA)
and adopts AdamW as the optimizer. YOLOPv3 is trained for 200 epochs. Meanwhile,
to guarantee training stability, we adopt the warm-up strategy with three epochs. The
initial learning rate is set to 0.001, and the batch size is set to 32. During training, we
also employ cosine annealing to tune the learning rate and set the momentum to 0.937.
For anchor-based object detection, we adopt the K-means method to generate 12 different
anchors from the BDD100K dataset after 1000 iterations. The code and trained models are
available on https://github.com/jiaoZ7688/YOLOPv3 (accessed on 2 March 2024).

4.2. Experimental Results

To illustrate the validity of YOLOPv3, we compare it to several outstanding multi-task
networks and those focusing on individual tasks on the BDD100k dataset. YOLOv5s and
Faster R-CNN are excellent object detection networks. PSPNet exhibits good performance
in segmentation tasks. SCNN, ENet and ENet-SAD excel in lane detection. MultiNet and
DLT-Net can simultaneously perform object detection and drivable area segmentation.
The previous multi-task visual perception networks YOLOP, HybridNets, YOLOPv2, and
YOLOPX demonstrate significant results on three visual tasks of the challenging BDD100K
dataset. The primary experimental results are as follows.

4.2.1. Computational Cost

We conduct a comparison of the computational cost of YOLOP, HybridNets, and
YOLOPv3 on the NVIDIA RTX 3080 (Sourced by NVIDIA Corporation in Santa Clara,
CA, USA). As illustrated in Table 1, YOLOPv3 possesses more parameters compared
to the other two networks, since it utilizes a more powerful ELAN-based encoder (in-

https://github.com/jiaoZ7688/YOLOPv3
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cluding a backbone network and a neck network). Thanks to the efficient compositional
modules (e.g., ‘ELAN’, ‘ELAN-N’, and ‘SPPCSPC’) and effective optimization tricks (e.g.,
model re-parameterization), our ELAN-based encoder can effectively extract and integrate
multi-scale high-resolution features while maintaining a balance between accuracy and
computational cost. Therefore, YOLOPv3 possesses excellent inference speed. It is worth
noting that YOLOPv3 exhibits faster inference speed with significantly larger parameters
than HybridNets. This is because depthwise convolution, which is widely utilized in
HybridNets, brings more computational processes and intermediate features, thus leading
to higher memory access costs (MACs). Compared to parameters, higher MACs impair the
inference speed of the network more. Overall, the above results indicate that YOLOPv3 is
an efficient solution for accomplishing multi-task visual perception in real time.

Table 1. The comparison results of the computational cost. Speed indicates the inference speed at
batch size 1 (excluding data preprocessing and NMS). MRP indicates the model re-parameterization
technique. The best scores are in bold.

Method Anchor MRP Backbone Input Size Params Speed (FPS)

YOLOP
√

× CSPDarknet 384 × 640 7.9 M 39
HybridNets

√
× EfficientNet 384 × 640 12.8 M 17

YOLOPv3
√

× ELAN-Net 384 × 640 30.9 M 26
YOLOPv3

√ √
ELAN-Net 384 × 640 30.2 M 37

4.2.2. Traffic Object Detection

As shown in Table 2, YOLOPv3 achieves the best performance of 96.9% recall and
84.3% mAP50 in traffic object detection, which exceeds YOLOP by 7.7% recall and 7.8%
mAP50, exceeds YOLOPv2 by 5.8% recall and 0.9% mAP50, and exceeds YOLOPX by 3.2%
recall and 1.0% mAP50. In general, YOLOPv3 sets the new SOTA for traffic object detection.

Table 2. The experimental results on traffic object detection. The confidence threshold and NMS
threshold are set to 0.001 and 0.6, respectively. The best scores are in bold.

Method Recall mAP50

MultiNet 81.3 60.2
DLT-Net 89.4 68.4

Faster R-CNN 77.2 55.6
YOLOv5s 86.8 77.2
YOLOP 89.2 76.5

HybridNets 92.8 77.3
YOLOPv2 91.1 83.4
YOLOPX 93.7 83.3
YOLOPv3 96.9 84.3

4.2.3. Drivable Area Segmentation

The experimental results presented in Table 3 indicate that YOLOPv3 realizes 93.2%
mIoU SOTA performance in drivable area segmentation.

Table 3. The experimental results on drivable area segmentation. The best scores are in bold.

Method mIoU

MultiNet 71.6
DLT-Net 71.3
PSPNet 89.6
YOLOP 91.5

HybridNets 90.5
YOLOPv2 93.2
YOLOPX 93.2
YOLOPv3 93.2
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4.2.4. Lane Detection

Following common practice [2–5,15], we set the width of the lane lines to 8 pixels in
the training set and 2 pixels in the validation set. This contributes to simplifying training,
but will result in predicted lane lines being significantly wider than the ground truth. As
a result, the evaluation metric IoU commonly remains low. Conversely, pixel accuracy
directly determines if the lane lines are detected correctly or continuously [5], and thus
better reflects the performance of lane detection. Therefore, we emphasize pixel accuracy
in this work.

The experimental results presented in Table 4, YOLOPv3 achieves pixel accuracy of
88.3%, which outperforms YOLOP by 17.8%, HybridNets by 2.9%, YOLOPv2 by 1.0%,
and competitive with YOLOPX. For IoU, our YOLOPv3 outperforms YOLOP, YOLOPv2
and YOLOPX, but slightly underperforms HybridNets. This is due to our YOLOPv3
being trained in an end-to-end manner rather than a stage-wise manner like HybridNets
for optimal performance and the lane lines predicted by our YOLOPv3 being slightly
wider. However, as shown in the comparison chart of lane detection in the following, our
segmentation results obviously exhibit better accuracy and continuity because of the higher
pixel accuracy. Overall, the general performance of YOLOPv3 is better than the previous
SOTA YOLOPX in lane detection.

Table 4. The experimental results on lane detection. The best scores are in bold.

Method Pixel Accuracy IoU

ENet 34.1 14.6
SCNN 35.8 15.8

ENet-SAD 36.6 16.0
YOLOP 70.5 26.2

HybridNets 85.4 31.6
YOLOPv2 87.3 27.2
YOLOPX 88.6 27.2
YOLOPv3 88.3 28.0

4.3. Analysis of Results

Compared with Baseline. We conduct a comparison between YOLOPv3 and the
baseline YOLOP on the BDD100K dataset. We can draw several important conclusions
from Table 5: (1) Both YOLOPv3 and YOLOP train the network from scratch, rather than
utilizing the pre-trained models for fine-tuning. (2) The robust ELAN-based encoder
adopted by YOLOPv3 results in more parameters than the lightweight CSP-based encoder
adopted by YOLOP. (3) Due to the utilization of data augmentation (‘DA’ for short later),
YOLOPv3 demonstrates better robustness and generalization. (4) Our YOLOPv3 signif-
icantly outperforms YOLOP on the three visual tasks of the BDD100k dataset. In traffic
object detection, YOLOPv3 surpasses YOLOP by 7.7% recall and 7.8% mAP50. In drivable
area segmentation, YOLOPv3 is 1.7% higher than YOLOP in terms of mIoU. In lane de-
tection, YOLOPv3 is 17.8% and 1.8% better than YOLOP in terms of accuracy (i.e., pixel
accuracy) and IoU, respectively. This significant improvement in network performance
is mainly attributed to our proposed architecture enhancements (e.g., the utilization of
the robust multi-task learning architecture and non-local contextual dependencies) and
optimization improvements (e.g., the utilization of the data augmentation and dynamic
label assignment). Overall, our method makes a significant improvement over the previous
baseline YOLOP but requires more network parameters.

Table 5. The comparison results with baseline. DA denotes data augmentation. The best scores are
in bold.

Method Anchor Fine-Tuning DA Recall mAP50 mIOU Accuracy IoU Params

YOLOP
√

× × 89.2 76.5 91.5 70.5 26.2 7.9 M
YOLOPv3

√
×

√
96.9 (+7.7) 84.3 (+7.8) 93.2 (+1.7) 88.3 (+17.8) 28.0 (+1.8) 30.2 M (+22.3 M)
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Compared with Anchor-Based SOTA. As depicted in Table 6, we compare YOLOPv3
with YOLOPv2 in several aspects: (1) We train YOLOPv3 from scratch instead of employing
pre-trained models to fine-tune it as in YOLOPv2. This manner better highlights the validity
of YOLOPv3. (2) YOLOPv3 constructs the network employing the simple ELAN instead
of the complicated Extended ELAN (i.e., E-ELAN) [33] like YOLOPv2, resulting in fewer
parameters. (3) Both YOLOPv3 and YOLOPv2 exhibit good robustness and generalizability
due to using ‘DA’. (4) In traffic object detection, YOLOPv3 exceeds YOLOPv2 by 5.8%
recall and 0.9% mAP50. This superior performance is mainly attributed to the leveraging
of high-resolution features as well as new optimization strategies (e.g., the dynamic label
assignment strategy), which enable our network to efficiently detect objects with various
shapes. (5) In drivable area segmentation, YOLOPv3 and YOLOPv2 perform compara-
bly thanks to adopting an approximate input decoupling strategy. (6) In lane detection,
YOLOPv3 has 1.0% accuracy and 0.8% IoU higher than YOLOPv2. By utilizing the multi-
scale high-resolution features and SA-based refined modules, YOLOPv3 enables better
detection based on extensive context information, thus providing a significant advantage
in terms of accuracy and IoU. In general, YOLOPv3 yields better results without utilizing
pre-trained models and with fewer parameters compared to YOLOPv2.

Table 6. The comparison results with anchor-based SOTA. DA denotes data augmentation. The best
scores are in bold.

Method Anchor Fine-Tuning DA Recall mAP50 mIOU Accuracy IoU Params

YOLOPv2
√ √ √

91.1 83.4 93.2 87.3 27.2 38.9 M
YOLOPv3

√
×

√
96.9 (+5.8) 84.3 (+0.9) 93.2 (+0.0) 88.3 (+1.0) 28.0 (+0.8) 30.2 M (−8.7 M)

Compared with Anchor-Free SOTA. As shown in Table 7, we compare YOLOPv3 and
YOLOPX in several aspects: (1) YOLOPv3 and YOLOPX train the network from scratch,
rather than utilizing the pre-trained models for fine-tuning. Moreover, both YOLOPv3
and YOLOPX utilize ‘DA’ during training for excellent robustness and generalization.
(2) YOLOPX is an anchor-free method that locates an object by directly predicting its
center coordinates and bounding box size, without the need for pre-defined anchors.
Compared to the anchor-based YOLOPv3, this anchor-free manner typically requires a
more complex detection head structure, thus making YOLOPX larger than YOLOPv3 in
terms of parameters. Moreover, YOLOPX produces significantly more positive samples that
are responsible for predicting objects during training, thus requiring complex optimization
strategies and large computational costs to achieve optimal performance. In contrast,
the anchor-based YOLOPv3 is easier to train and requires significantly less training time
(half of YOLOPX) for better performance. (3) In traffic object detection, YOLOPv3 is
3.2% recall and 1.0% mAP50 higher than YOLOPX. Besides the utilization of anchors,
this excellent performance is also attributed to the utilization of high-resolution features,
enabling YOLOPv3 to perform more detailed detection, especially for small objects. (4) For
drivable area segmentation, both networks perform comparably. (5) In lane detection,
YOLOPv3 exceeds YOLOPX by 0.8% in terms of IoU and is competitive with YOLOPX
in terms of pixel accuracy. Meanwhile, our lane detection head is more lightweight than
YOLOPX, requiring only a single input feature and two up-sampling operations (YOLOPX
requires multiple input features and three up-sampling operations) to achieve accurate
prediction. This demonstrates the effectiveness of the multi-scale high-resolution features
and SA-based refined modules utilized by our YOLOPv3. In conclusion, compared to
YOLOPX, YOLOPv3 realizes better performance with fewer network parameters.
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Table 7. The comparison results with anchor-free SOTA. DA denotes data augmentation. The best
scores are in bold.

Method Anchor Fine-Tuning DA Recall mAP50 mIOU Accuracy IoU Params

YOLOPX × ×
√

93.7 83.3 93.2 88.6 27.2 32.9 M
YOLOPv3

√
×

√
96.9 (+3.2) 84.3 (+1.0) 93.2 (+0.0) 88.3 (−0.3) 28.0 (+0.8) 30.2 M (−2.7 M)

Qualitative Comparison. We thoroughly compare our YOLOPv3 with the current
open-source YOLOP and HybridNets on the validation set of the BDD100K dataset. For
better visualization of the ground truth, the lane line width in the validation set is expanded
from 2 pixels to 8 pixels. For object detection, the confidence threshold and NMS (Non-
Maximum Suppression) threshold are set to 0.3 and 0.45, respectively. The visualization
results in daytime and night-time are shown in Figures 4–7: (1) Figure 4 presents multi-
task prediction results. It can be seen clearly from the comparison results that YOLOPv3
implements better predictions, especially for two segmentation tasks. (2) Figure 5 presents
object detection results. YOLOP and HybridNets have significant false negatives (i.e.,
missed detection) in columns 1, 2, and 4, and false positives (i.e., error detection) in
column 3. In contrast, thanks to the multi-scale high-resolution features and training
optimizations, YOLOPv3 can accurately predict objects of diverse shapes. (3) Figure 6
presents drivable area segmentation results. Our results demonstrate higher accuracy
and better boundary localization, while significant false positives and false negatives are
observed in the other two methods. (4) Figure 7 presents lane detection results. Obvious
discontinuity and incorrectness are observed in YOLOP and HybridNets. Conversely,
YOLOPv3 can utilize comprehensive contextual information for accurate and continuous
predictions. In conclusion, these comparison results collectively confirm the excellent
performance of YOLOPv3 in different visual tasks.
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4.4. Ablation Study
4.4.1. Multi-Task vs. Single-Task

We make a comparison between the prediction performance of the multi-task solution
and the single-task solution using the BDD100K dataset. First, we train the network for
traffic object detection (Det), drivable area segmentation (Da), and lane detection (Ld)
independently. Second, we train the network to simultaneously perform multiple tasks
(Multi-task). The comparison results are listed in Table 8. The prediction performance of
the network with the multi-task solution approaches that of the network focusing only on
a single task. In addition, we also compare the inference speed in various manners on the
NVIDIA RTX 3080 (the size of the input image is set to 384 × 640). As we can see from the
results, this multi-task manner enables significant time savings compared to executing each
task separately. Overall, our multi-task solution is effective and efficient.

Table 8. The prediction results of multi-task solutions and single-task solutions.

Method Recall mAP50 mIOU Accuracy IoU Speed (ms/Frame)

Det (only) 97.1 83.7 - - - 18.87
Da (only) - - 93.5 - - 16.13
Ld (only) - - - 89.1 28.4 16.67
Multi-task 96.9 84.3 93.2 88.3 28.0 27.03

4.4.2. Optimization Tricks

We conduct thorough ablation studies of the different optimization tricks employed
in YOLOPv3. The baseline is YOLOP, which consists of a CSPDarknet, a PAN integrated
with SPP, and three task-specific heads. Table 9 lists the results of the ablation study,
where ‘ELAN’ refers to YOLOv7’s encoder comprising ELAN-Net and PAN integrated
with ‘SPPCSPC’, ‘C2’ indicates the high-resolution features C2 obtained from the backbone
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network, ‘GhostConv’ indicates the Ghost Convolution, ‘Decoupling’ indicates the input
decoupling strategy utilized for semantic segmentation, ‘TverskyLoss’ and ‘FocalLoss’
indicates the Tversky loss and Focal loss utilized for lane detection, respectively, ‘DLA’ and
‘HDA’ indicate the dynamic label assignment strategy and the hybrid data augmentation
strategy, respectively, ‘SA’ indicate the SA-based refined module, ‘MRP’ indicate model
re-parameterization technique. The survey results indicate: (1) The introduction of ‘ELAN’
and ‘C2’ significantly enhances network performance, but also greatly increases network
parameters. (2) The utilization of ‘GhostConv’ maintains the network performance while
drastically reducing the network parameters. (3) The utilization of ‘Decoupling’ enhances
the segmentation performance of the network, and the employment of ‘TverskyLoss’
and ‘FocalLoss’ further improves the pixel accuracy. (4) The combination of ‘DLA’ and
‘HDA’ enables balancing and optimizing the network without increasing inferencing effort,
leading to better performance and robustness. (5) The introduction of ‘SA’ enables the
network to achieve more accurate lane detection based on more comprehensive contextual
information. As shown in Figure 8, our prediction results are more continuous and accurate
after utilizing the SA-based refined module. (6) The ‘MRP’ reduces network parameters
and speeds up network inference without sacrificing prediction accuracy. In conclusion,
the proposed tricks are beneficial for improving network performance.

Table 9. The ablation studies of different optimization tricks in our proposed model. The best scores
are in bold.

Method Recall mAP50 mIOU Accuracy IoU Params

Baseline 89.2 76.5 91.5 70.5 26.2 7.9 M

+ELAN 88.9 76.6 92.7 84.0 23.2 31.6 M
+C2 93.9 81.9 92.5 84.8 23.1 37.9 M
+GhostConv 93.7 82.4 92.3 84.4 23.5 29.3 M
+Decoupling 94.4 82.6 92.8 85.9 24.8 30.9 M
+FocalLoss 94.2 83.0 92.8 86.8 24.4 30.9 M
+TverskyLoss 94.1 82.7 93.2 87.9 23.7 30.9 M
+DLA 95.6 82.9 92.7 87.6 23.9 30.9 M
+HDA 96.9 83.4 92.8 87.5 26.8 30.9 M
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5. Conclusions

We propose YOLOPv3, a novel anchor-based multi-task visual perception network
capable of handling traffic object detection, drivable area segmentation, and lane detection
simultaneously. We build YOLOPv3 upon the one-stage detector YOLOv7 and achieve sig-
nificant improvement in network performance and training efficiency. Firstly, we propose
a novel multi-task learning architecture designed to effectively exploit multi-scale high-
resolution features, thereby enhancing the network’s predictive capabilities in small object
detection and small region segmentation. Secondly, we propose a lightweight self-attention
(SA)-based refined module and integrate it into the lane detection head. This module
aims at capturing non-local contextual dependencies to boost lane detection performance.
Finally, we propose optimization improvements to optimize the training process without
increasing inference expense, thus enabling the anchor-based multi-task network to attain
the best results via straightforward end-to-end training. Experimental results demonstrate
that YOLOPv3 sets a new SOTA on three visual tasks of the challenging BDD100K dataset
and runs in real time. As a result, YOLOPv3 is able to accurately recognize various traffic
objects in real time despite intricate road conditions as well as constrained computing
sources. We intend to broaden the functionality of YOLOPv3 in the future to meet the
practical requirements of intelligent driving vehicles. For instance, by adding an instance
segmentation head to obtain the geometry information of traffic objects. In addition, we
also plan to further compress the model to enable its real-time operation on embedded
devices. We hope that our efforts will facilitate researchers and developers in achieving
improved performance across diverse intelligent driving scenarios and provide inspiration
for future advancements in this field.
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