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Abstract: The hyperspectral image (HSI) distinguishes itself in material identification through its
exceptional spectral resolution. However, its spatial resolution is constrained by hardware limitations,
prompting the evolution of HSI super-resolution (SR) techniques. Single HSI SR endeavors to
reconstruct high-spatial-resolution HSI from low-spatial-resolution inputs, and recent progress in
deep learning-based algorithms has significantly advanced the quality of reconstructed images.
However, convolutional methods struggle to extract comprehensive spatial and spectral features.
Transformer-based models have yet to harness long-range dependencies across both dimensions fully,
thus inadequately integrating spatial and spectral data. To solve the above problem, in this paper, we
propose a new HSI SR method, SSAformer, which merges the strengths of CNNs and Transformers. It
introduces specially designed attention mechanisms for HSI, including spatial and spectral attention
modules, and overcomes the previous challenges in extracting and amalgamating spatial and spectral
information. Evaluations on benchmark datasets show that SSAformer surpasses contemporary
methods in enhancing spatial details and preserving spectral accuracy, underscoring its potential to
expand HSI’s utility in various domains, such as environmental monitoring and remote sensing.

Keywords: hyperspectral image; super-resolution; deep learning; transformer

1. Introduction

A hyperspectral image(HSI) creates a three-dimensional data cube, where each pixel
is represented by an almost continuous spectral curve. This representation captures the
spatial arrangements and spectral characteristics so that the objects can be differentiated
clearly. High-resolution (HR) remote sensing images, crucial in applications like military
rescue [1] and environmental monitoring [2], provide detailed observations of ground
objects. These images facilitate various tasks, including image classification [3], object
detection [4], and tracking [5]. However, the limitations posed by sensors and transmission
bandwidth necessitate a trade-off between spatial and spectral resolutions. The spatial
resolution is often reduced to preserve accurate spectral features, causing a significant
challenge in enhancing HSI spatial resolution. In recent years, multiple strategies have
been proposed to address the issue of low spatial resolution in HSIs, broadly divided into
two categories. The first approach employs fusion methods [6], which integrate image
data from diverse sources to extract and amalgamate valuable information within a unified
framework, thus producing HR HSIs enriched with spatial details and spectral data. The
second strategy involves single HSI super-resolution (SR), aimed at directly producing

Remote Sens. 2024, 16, 1766. https://doi.org/10.3390/rs16101766 https://www.mdpi.com/journal/remotesensing

https://doi.org/10.3390/rs16101766
https://doi.org/10.3390/rs16101766
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0002-5543-504X
https://orcid.org/0000-0002-4091-8399
https://orcid.org/0000-0002-5175-0819
https://doi.org/10.3390/rs16101766
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs16101766?type=check_update&version=1


Remote Sens. 2024, 16, 1766 2 of 18

HSIs with enhanced spatial resolution by learning the mapping relations between low-
resolution (LR) HSIs and their HR counterparts. For fusion-based methods, the traditional
approach typically relies on preset algorithms to integrate images of different resolutions.
These techniques are effective in specific cases but usually require precise image alignment
and complex preprocessing steps, which may be difficult to meet in dynamic or complex
environments, limiting their application scope. In contrast, fusion methods based on deep
learning automatically extract and integrate features by learning from a large amount
of data. This approach not only improves the accuracy of fusion but also handles larger
datasets better, better adapting to changing environmental conditions. Nevertheless, fusion-
based methods can offer richer information but face major challenges: accurate alignment
of different source images is critical but hard in dynamic environments, risking data
loss. Additionally, the heterogeneity of sources complicates fusion, requiring extensive
preprocessing [7]. Conversely, single HSI SR is more straightforward, eliminating the need
for auxiliary data or complex preprocessing and dominating in current research with its
simplicity implemented by deep learning techniques.

Traditional single HSI SR methods develop a mapping function from LR to HR HSIs,
often relying on handcrafted prior knowledge (e.g., low-rank approximations [8] and
sparse coding [9]) to address the inherent uncertainty in HR-HSI reconstruction. In these
methods, prior knowledge acts as regularization to simulate image degradation in a forward
mathematical model that captures the spectral properties and spatial structure of the input.
However, the optimization of the model is often ill-conditioned, and it is difficult to solve
the optimal HR-HSI results. Moreover, although various priors [10,11], such as spectral
mixing models, total variation, sparse representation, low rank, and self-similarity, have
been explored in signal processing and computer vision, demonstrating superiority over
unconstrained optimization techniques, the diversity of HSI scenarios and the intricate
nature of spectral and spatial structures pose challenges in the efficient designs of priors.

Benefiting from the end-to-end learning of a mapping function implemented by
deep learning techniques, the spatial–spectral features of HSIs could be captured adeptly
without handcrafted priors. With developments in computing hardware and the increase
in available datasets, deep learning has set new benchmarks in HSI SR. Among the leading
architectures in this domain are convolutional neural networks (CNNs) and Transformers.

The CNN, known for its deep structures and convolutional operations, excels at
extracting depth-wise features from images and understanding the mapping relations
between LR-HSI and HR-HSI, effectively representing spatial–spectral relationships. The
emergence of SRCNN [12] has inspired many CNN-based methods, incorporating ad-
vanced techniques like residual learning [13], attention mechanisms [14,15], and multiscale
processing [16–18] to boost performance. Some researchers have also explored 3D convo-
lutions to address spectral-wise representations [19,20] and minimize spectral distortions.
Nonetheless, CNNs, primarily focusing on local feature extraction, may perform subop-
timally in extracting long-range information in HSIs, resulting in poor representational
capacity and artifacts in HSI SR outcomes.

Recently, Transformers have been applied to single HSI SR, leveraging self-attention
mechanism that grasp long-range dependencies and integrate information globally, en-
hancing the quality of HR HSI reconstruction. Despite their scalability and flexibility, the
applicability of Transformers in HSI-SR is hampered by the limited size of HSI datasets
compared to the vast collections of RGB images. Moreover, the computational complexity
of Transformers, which scales quadratically with the sequence length O(N2), imposes
significant computational demands.

To address the aforementioned challenges, including the inadequacy of CNNs in cap-
turing long-range dependencies, the high computational cost of Transformers in processing
large-scale HSI data, and the existing room for improvement in the extraction and fusion of
spatial and spectral information in HSI SR tasks, we introduce Spatial–Spectral Aggregation
Transformer (SSAformer), a hybrid model that combines the strengths of Transformer and
CNN architectures for efficient feature extraction and fusion in spatial–spectral channels,
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achieving superior restoration results. Specifically, SSAformer incorporates spatial and spec-
tral attention modules. For spatial features, it introduces a window attention mechanism
for enhanced extraction and employs a cross-fusion attention mechanism to strengthen
long-range dependencies. This approach not only maintains linear computational complex-
ity but also broadens the receptive field, effectively reducing spatial artifacts. In the spectral
domain, SSAformer applies channel attention operations via deformable convolutions
(DCs), adaptively processing information from each channel to overcome the redundancy
inherence in HSIs. Consequently, SSAformer tackles channel redundancy and significantly
improves global attention to spectral features. Comprehensive experiments on three widely
used benchmark datasets show that SSAformer surpasses existing state-of-the-art (SOTA)
methods. Our contributions can be summarized as follows:

• We propose the novel Spatial–Spectral Aggregation Transformer for HSI SR, designed
to capture and integrate long-range dependencies across spatial and spectral dimen-
sions. It features spatial and spectral attention modules that effectively extract and
integrate spatial and spectral information in HSI SR tasks, significantly enhancing SR
performance while maintaining linear computational complexity.

• To achieve long-range spatial dependencies, we construct spatial attention modules,
utilizing cross-range spatial self-attention mechanisms within cross-fusion windows
to aggregate local and global features, effectively enhancing the model’s perception of
spatial details while ensuring the integrity and continuity of spatial information.

• To address the redundancy problem in high-dimensional spectral data of HSIs and
effectively capture long-range spectral dependencies, we construct spectral attention
modules, combining DCs to perform spatial attention operations, reducing channel
redundancy while enhancing the model’s global attention to spectral characteristics.

2. Related Work

In this section, we review the significant advancements in the research field of HSI SR.
We first outline the two primary directions of HSI SR research: fusion-based approaches
and single HSI SR methods. Subsequently, we focus on single HSI SR methods based on
deep learning.

2.1. Hyperspectral Image Super-Resolution

The field of HSI SR is mainly divided into two directions [7]: fusion-based methods
and single HSI SR methods. Fusion-based methods enhance spatial resolution by fusing an
additional high-spatial-resolution image (e.g., an RGB or multispectral image) with an LR
HSI. This approach utilizes various techniques including panchromatic sharpening [21],
Bayesian inference [22], matrix [23] and tensor decomposition [24], and deep learning [25].
In contrast, single HSI SR methods aim to reconstruct HR images directly from LR HSIs. The
challenge lies in recovering rich high-frequency details from limited spatial details while
maintaining the integrity of spectral information. Given the limitations of hyperspectral
and multispectral fusion tasks in fully exploiting spectral correlations and the resultant
spectral distortions, we focus on single HSI SR methods.

2.2. Traditional Methods for Single HSI SR Methods

Traditional methods typically enhance image spatial resolution through mathematical
and signal processing techniques, treating HSI SR as an optimization problem. Constraints
on the optimization process are imposed by various image priors to obtain the desired rep-
resentation of the HSIs. These techniques include projection-based methods [26], sparse
representation [22], dictionary learning [27], and matrix factorization [28], leveraging well-
designed priors like image self-similarity, sparsity, and low-rank properties to guide the
reconstruction process. Notable works include the HSI acquisition model [29] and the Projec-
tion Onto Convex Sets (POCS) algorithm to reconstruct the HR HSI [26]. Akhtar et al. [22]
introduced a sparse representation-based HSI SR method, interpreting high-spatial-resolution
images through extracted spectra. Liu et al.,’s trainable grouped joint tensor dictionary pre-
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cisely maps LR to HR HSIs in limited training samples [27]. Yokoya et al. offered a coupled
non-negative matrix factorization hybrid approach for HSI data fusion [30]. He et al. intro-
duced a coupled tensor ring decomposition method for SR improvements [31]. Although
traditional single HSI SR methods have shown potential to leverage handmade image priors
to solve complex optimization problems, their reliance on specific image priors and degenerate
models, as well as limitations in dealing with complex or unknown image structures, have
ultimately led to the introduction and rapid development of deep learning methods.

2.3. Deep Learning Methods for Single HSI SR Methods

Unlike leveraging handcrafted image priors, deep learning networks can automat-
ically learn those underlying image priors hidden in training data, successfully applied
to HSI SR tasks, and offer superior SR performance. Since CNNs and Transformers are
attracting increasing attention, this section introduces those single HSI SR works based on
the two models.

2.3.1. CNN-Based Single Hyperspectral Image Super-Resolution

In recent years, deep learning methods have achieved remarkable success in natural
image SR, primarily due to the powerful representational ability of CNNs. These CNN-
based methods aim to learn the mapping function between LR and HR images through
supervised learning. Since Dong et al. [32] introduced the CNN into the image SR task
in 2014, CNN-based methods have developed rapidly to study single RGB image SR. In-
spired by these methods, various HSI SR approaches have been proposed. For instance,
Yuan et al. [33] and Xie et al. [28] first performed SR on HSI based on DCNNs, followed
by applying non-negative matrix factorization to ensure the spectral characteristics of
the intermediate results. Li et al. [34] introduced a new grouped deep recursive residual
network to enhance SR performance. Jiang et al. [14] proposed a progressive multibranch
network to learn the spatial–spectral priors of grouped spectra (SSPSR). Jia et al. [35] pro-
posed a spectral–spatial network for HSI SR, effectively improving spatial resolution while
retaining spectral information. In addressing the HSI-SR problem, although traditional
CNN methods can effectively extract HSI spatial features, 2D convolution is less effective
in preserving reconstructed HSI spectral information. Given the numerous channels in
the spectral dimension of HSIs, applying 3D convolutional networks to simultaneously
capture spatial and spectral features and utilizing residual learning strategies to deepen
model layers can significantly improve the overall quality of SR images. For example,
Mei et al. [19] proposed the 3D Fully Convolutional Network (3DFCNN), which directly
extracts spatial–spectral features through 3D convolution to leverage high-dimensional
spectral properties. Li et al. [20] designed the Mixed Convolution Network (MCNet),
which extracts spatial and spectral information through a mix of 2D and separable 3D
convolutions. Li et al. [34] further developed the Grouped Deep Recursive Residual Net-
work (GDRRN), which replaces 3D convolution by introducing grouped convolutions
into recursive residual modules. However, these mainstream techniques have not yet
overcome the inherent limitations of CNNs. They perform poorly in capturing long-range
dependencies and establishing associations between space and spectra, which limits the
full utilization of spectral information and may lead to undesirable artifacts in the SR image
reconstruction process.

2.3.2. Transformer-Based Single Hyperspectral Image Super-Resolution

Initially proposed in the field of natural language processing [36–39], the Transformer’s
exceptional ability to handle nonlocal similarities was discovered and was applied in HSI
SR tasks after achieving tremendous success in computer vision tasks.

Some researchers have combined Transformers with 3D convolution to learn spatial–
spectral features. For example, Liu et al. [40] designed a parallel branch network called
Interactformer, which combines transformer modules with 3D convolution. Hu et al. [41]
proposed a multilevel progressive network (MPNet), employing progressive learning and
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nonlocal channel attention to learn details. Wang et al. [42] also combined spectral-oriented
self-attention with 3D convolution, called 3DTHSR, to learn spatial–spectral features within
a global receptive field. However, due to the quadratic computational complexity of
attention, these methods have high computational complexity and only explore long-range
dependencies in the spectral dimension, thus failing to fully utilize global and local spatial
information. Some researchers have made improvements, such as Geng et al. [43], who
used matrix factorization to replace the original self-attention, modeling dependencies
between different tokens. Similarly, self-attention was approximated as a linear dot product
of kernel feature maps to avoid the massive computation in attention [44]. ESSA [45]
took hyperspectral characteristics into account, bringing channel-wise inductive biases
to the model. However, these network models often focus more on extracting spectral
information and fail to pay sufficient attention to spatial information both locally and
globally. Therefore, to fully extract and fuse spatial and spectral information, we introduce
a spatial–spectral aggregate Transformer model, SSAformer, to leverage local–global spatial–
spectral information.

3. Methodology

In this section, we describe the details of the proposed SSAformer: Spatial–Spectral
Aggregation Transformer. This framework is conceived to address the challenge of ef-
fectively capturing and integrating both spatial and spectral information within an HSI
through the strategic integration of attention-based mechanisms.

3.1. Overall Architecture

As shown in Figure 1, the overall network architecture of SSAformer comprises three
modules: shallow feature extraction (the initial convolution layer immediately following the
input), deep feature extraction (the middle part of the figure, highlighted with a shaded area
in Figure 1a), and image reconstruction (the final set of layers consisting of a convolution
layer, PixelShuffle, followed by another convolution layer). The procedure begins with
an LR hyperspectral input image, ILR ∈ RH×W×B, where H, W, and B signify the image’s
height, width, and number of spectral bands, respectively. A convolutional operation
initially processes the input to extract shallow features Finit, described by

Finit = Hconv(ILR), (1)

where Hconv denotes the convolutional layer for initial feature extraction.
Subsequently, these initial features undergo refinement through the deep feature

extraction module, which aims to enhance spatial and spectral details, yielding the deep
features Fd f :

Fd f = HDFE(Finit), (2)

with HDFE(·) representing the operations within the deep feature extraction module. As
depicted in Figure 1b, the spatial–spectral attention group (SSAG) module comprises sev-
eral spatial–spectral attention blocks (SSABs), interspersed with convolutional layers and
element-wise summations, to progressively refine the feature representation. As illustrated
in Figure 1c, each SSAB contains spatial and spectral attention modules, which are the
core of the algorithm, and also includes conventional residual connections, multilayer
perceptrons (MLPs), and layer normalization.

The last process is the reconstruction of an HR HSI IHR ∈ RH′×W ′×B, where H′ and
W ′ are the enhanced spatial dimensions:

IHR = Hupsample(Fd f ), (3)

Here, Hupsample embodies the upsampling operations, including PixelShuffle and
convolutional layers, as depicted on the right of Figure 1a.
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Overall, SSAformer integrates the current mainstream architectures for image restora-
tion, effectively extracting and aggregating spatial and spectral information in the deep
feature extraction module, which is detailed in Sections 3.2 and 3.3.

SSAG SSAG

(a) SSAformer for hyperspectral super-resolution
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SSAB

(b) Spatial-Spectral Attention Group (SSAG)

SSABSSAB

L
a
y
er

 N
o
rm

Spectral 

Attention Block

Spatial 

Attention Block L
a
y
er

 N
o
rm

M
L

P

(c) Spatial-Spectral Attention Block (SSAB)

SSAG C
o
n

v

C
o
n

v

C
o
n

v

P
ix

el
 S

h
u

ff
le

Element-wise sum

C
o
n

v

C
o
n

v

Figure 1. The overall architecture of SSAformer and the structure of the SSAGs and SSABs:
(a) representing the main pipeline of SSAformer operation, wherein the detailed structure of the
SSAGs and SSABs is elucidated in (b,c).

3.2. Spectral Attention Block

The Spectral attention block (SEB) is specifically designed as an adaptive channel-
wise feature extraction mechanism within the network, and its structure is shown in
Figure 2. This module starts with two convolution layers and an activation function
to generate preliminary spectral feature maps. Global pooling then aggregates global
contextual information. Subsequent DC [46] layers are set to adaptively learn the key
information of each channel, selectively emphasizing relevant spectral features while
suppressing irrelevant ones, thus enhancing channel feature selection. As illustrated
in Figure 3, DC can dynamically modify the positions of their sampling points during
convolutional operations. The direction and distance of the movements of these sampling
points are learnable parameters. With continuous learning by the network, DC can more
comprehensively extract detail information such as edges, textures, and other features. After
extracting features from all channels, the module extensively learns the most informative
spectral features. Finally, the sigmoid activation function ensures that only the most
essential features are passed on, implementing spectral attention effectively within the
network. The use of DC endows SEB to focus on detailed features in different spectral
channels, thereby achieving the goal of spectral attention and enhancing the richness of
HSI representation.
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Figure 2. Structure of the designed spectral attention block.
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Figure 3. Sample point variation of deformable convolutional operations (D Conv).

3.3. Spatial Attention Block

The spatial attention block (SAB) is strategically integrated into our network architec-
ture to enhance spatial feature extraction capabilities, drawing upon the principles of the
Swin Transformer [47], as shown in Figure 4. Central to the SAB is the overlapping cross-
attention (OCA), which is designed to establish essential cross-window connections that
bolster the representational efficacy of window self-attention mechanisms. The SAB com-
bines an OCA layer with a multilayer perceptron, along with necessary layer normalization
and residual connections.

Layer Norm

OCA

Layer Norm

MLP

Element-wise sum

Standard

Window Partition

Overlapping

Window Partition

Q

/K V

Figure 4. Structure of the designed spatial attention block.

The disparate window size to segment the projected features is the core of the OCA’s
innovative approach. For an input feature X, with constituent elements XQ, XK, XV ∈ RH×W×C,
XQ is partitioned into HW

M2 nonoverlapping windows of size M × M, while XK and XV are
expanded into HW

M2 overlapping windows of size Mo × Mo. The overlap is mathematically
expressed as

Mo = (1 + γ)× M, (4)

where M denotes the original window size, and γ is a constant governing the extent of
the overlap.

This overlapping window partitioning scheme is conceptualized as a sliding window
operation with a kernel size equivalent to Mo and a stride equal to M, supplemented by
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zero-padding of size γ M
2 to ensure the size consistency of overlapping windows. The

attention matrix is computed as outlined in Equation (5):

Attention(Q, K, V) = SoftMax
(

QKT
√

d
+ B

)
V. (5)

The relative position bias B ∈ RM×Mo is also incorporated. Unlike traditional window
self-attention, where queries, keys, and values originate from identical window features,
the OCA formulates keys/values from an expanded field, thereby providing query access
to a more extensive and informative context. It is important to note that the work on OCA
is derived from [48].

With its OCA core, the SAB essentially signifies an advanced iteration of spatial
attention methodologies. By converging the spatial discernment of the SAB with the
spectral acuity of the SEB, our framework is adeptly engineered to exhaustively characterize
the features of HSIs.

3.4. Loss Function

Pioneering studies have underscored the efficacy of L1 and L2 losses in SR tasks [15,49].
Given the propensity of the L2 norm to yield oversmoothing, our approach is based on the
L1 norm owing to its promotion of a more equitable error spread and enhanced iterative
convergence. The accuracy of SR image reconstruction is gauged using the L1 norm, which
calculates the pixelwise difference between the reconstructed SR hyperspectral images and
original HR hyperspectral images, depicted as

Lpix(Φ) =
1
N

N

∑
i=1

∥∥∥Ri
hr − Ri

sr

∥∥∥
1
, (6)

where N denotes the total number of images within a batch, Φ represents our network’s
parameter ensemble, Ri

hr is the ith HR image, and Ri
sr is its SR counterpart. Although Lpix

is adept for SR in standard imaging, its neglect of HSI spectrality may precipitate spectral
fidelity degradation [15]. To circumvent this, we introduce a spectral coherence loss, termed
SAM loss, to safeguard the spectral integrity and detail precision, formulated as

Lspec(Φ) = − 1
N

N

∑
i=1

1
π

arccos

(
Ri

hr · Ri
sr∥∥Ri

hr

∥∥
2

∥∥Ri
sr
∥∥

2

)
. (7)

To refine the image’s textural acuity, we borrow insights from the work of Wang et al. [50],
integrating gradient details by evaluating differences between adjacent pixel values. The
gradient map of an HSI R is formulated as

∆R = (∆xR, ∆yR, ∆zR), (8)

N(R) = ∥∆R∥2, (9)

In this context, N(·) functions to extract the gradient field of R, while ∆x, ∆y, and ∆z
are the operators computing the gradient magnitudes along the horizontal, vertical, and
spectral planes, respectively. Employing a gradient-based loss, Lgrad, we aim to reduce the
deviation between the gradient fields of SR and original HR images, thus enhancing edge
definition in the enlarged images:

Lgrad(Φ) =
1
P

P

∑
i=1

∥∥∥N(Ri
hr)− N(Ri

sr)
∥∥∥

1
. (10)

Conclusively, the network’s training is governed by a comprehensive loss function,
Loverall, which amalgamates the losses above, duly weighted:
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Loverall(Φ) = Lpix + ω1Lspec + ω2Lgrad, (11)

where ω1 and ω2 serve as the balancing coefficients for the spectral and textural com-
ponents, respectively. These coefficients are provisionally set to ω1 = 0.5 and ω2 = 0.1,
demonstrating optimal SR results in rendering both spatial and spectral detail intricacies.

4. Experiments and Analysis

In this section, we conduct comprehensive experiments to evaluate the effectiveness of
the proposed SSAformer. We use three benchmark datasets, Chikusei [51], Houston2018 [52],
and Pavia Centre [53], for comparisons. We present the quantitative and visual results of
our SSAformer alongside five existing HSI SR methods, including bicubic interpolation,
3DFCNN [19], GDRRN [34], SSPSR [14], and MSDformer [15].

4.1. Datasets

(a) Chikusei dataset [51]: The Chikusei dataset captures a wide array of urban and
agricultural landscapes in the Chikusei area, Ibaraki Prefecture, Japan. The dataset
spans a wavelength range from 363 nm to 1018 nm with 128 spectral bands. Each
image boasts a high spatial resolution of 2048 × 2048 pixels. The images encompass
diverse scenes, including urban areas, rice fields, forests, and roads, making it
suitable for various remote sensing applications.

(b) Houston2018 dataset [52]: The Houston2018 dataset presents hyperspectral urban
images collected over the University of Houston campus and the neighboring
urban area. This dataset was captured by the ITRES CASI-1500 (ITRES Research
Limited, Calgary, Alberta, Canada) hyperspectral sensor, covering a spectral range
from 380 nm to 1050 nm across 48 bands. The spatial resolution of the images is
4172 × 1202 pixels. Each image in this collection has a spatial resolution of 1 m
per pixel.

(c) Pavia Centre dataset [53]: The Pavia Centre dataset was acquired over the urban
center of Pavia, northern Italy, through the Reflective Optics System Imaging Spec-
trometer (ROSIS). The HSIs in this dataset cover a wavelength range of 430 nm to
860 nm, divided into 102 bands after removing noisy bands. The spatial resolution
of the dataset is 1.3 m per pixel, with image dimensions of 1096 × 1096 pixels.

4.2. Implementation Details

In our proposed network, the number of channels in the SSAG is set to 180, and the
number of consecutive SSAGs and SSABs is set to 4. The attention heads are also set to
4. In OCA, the overlapping scale parameter is set to 0.5. In the loss function formulation,
we set the weights ω1 = 0.5 and ω2 = 0.1. We adopt the Adam optimizer with β1 = 0.9
and β2 = 0.99 to train the model for 300 epochs. The initial learning rate is set to 5 × 10−5,
which decays by a factor of ten after 150 epochs. The proposed model is implemented in
PyTorch=1.9.0 on an NVIDIA RTX 4090 GPU.

4.3. Evaluation Metrics

We utilize six established metrics to comprehensively evaluate the quality of HSIs,
considering both spatial and spectral dimensions. These metrics include the peak signal-to-
noise ratio (PSNR), which measures the maximum possible pixel value against the mean
squared error; the structure similarity (SSIM) index [54], which compares the similarity
of image structures; the spectral angle mapper (SAM) [55], assessing spectral similarity;
the cross correlation (CC) [56], quantifying the correlation between the SR results and HR
images; the root mean squared error (RMSE), indicating the standard deviation of the
residuals; and the erreur relative globale adimensionnelle de synthèse (ERGAS) [57], a
dimensionless global relative error of synthesis that provides an overall quality measure.
The mathematical formulations of these metrics are defined as follows:
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PSNR =
1
L

L

∑
l=1

10 log10

(
MAX2

l
MSEl

)
, (12)

MSEl =
1

WH

W

∑
w=1

H

∑
h=1

(ISR(w, h, l)− IHR(w, h, l))2, (13)

RMSEl =
√

MSEl , (14)

SSIM =
1
L

L

∑
l=1
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(
RMSEl
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HR)

)2

, (18)

where L represents the total number of spectral bands, W and H denote the image width
and height, MAXl is the maximum pixel value within the l-th band, µ and σ correspond
to the mean and standard deviation, respectively, and s is the scale factor reflecting the
sensor’s spatial resolution. Constants c1 and c2 are included to stabilize the division
with small denominators in the SSIM formula. These metrics together provide a robust
framework for quantifying the performance of image reconstruction algorithms.

4.4. Comparison with State-of-the-Art SR Methods
4.4.1. Experiments on the Chikusei Datasets

For ease of performance comparison, we adopted the data preprocessing method
from [14,15,50]. Specifically, due to the irrelevance of information in edge areas, we cropped
the center region of the original scenes, resulting in an area of 2304 × 2048 × 128. The top
section of the cropped images was further segmented into four nonoverlapping HSIs of
512 × 512 × 128 each. Corresponding LR HSIs were generated by bicubic downsampling
at various scale factors.

The remainder of each image was cropped into overlapping patches for training
purposes, with 10% randomly selected as a validation set. Specifically, for a scale factor
of ×2, patches of 64 × 64 × 128 with an overlap of 32 pixels were used. For a scale factor
of ×4, patches of 128 × 128 × 128 with an overlap of 64 pixels were used. For a scale
factor of ×8, patches of 256 × 256 × 128 with an overlap of 128 pixels were utilized. These
patches served as the ground truth, with corresponding LR HSIs also generated by bicubic
downsampling at respective scale factors.

Table 1 displays quantitative results on the Chikusei dataset [51] for our method and
other comparative methods at different scale factors, with the best results bolded and the
second-best underlined. Notably, bicubic (nondeep learning method) showed average
SR performance, while deep learning approaches achieved significant improvements.
SSPSR [14] utilized a grouping strategy to extract spectral information, achieving good SR
results effectively. MSDformer [15], building on the grouping strategy with the addition
of a Transformer, captured long-range dependencies of spectral information but lacked
attention to local spatial details. Significantly, the proposed SSAformer, by capturing
global spatial–spectral dependencies, demonstrated superior spatial–spectral information
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extraction and fusion capabilities, outperforming other methods across all metrics, whether
at scale factors of ×2, ×4, or ×8.

Figures 5 and 6 showcase the visualization of HSI image reconstruction from the
Chikusei test set at a scale factor of x4. We selected channels 31, 98, and 61 for RGB
visualization to enhance visual interpretation. It is evident that while the bicubic method
achieves SR of HSIs, it results in the blurriest edges and poorest reconstruction of smooth
areas. SSPSR [14] and MSDformer [15] show better reconstruction, especially in terms of
line details, but still exhibit flaws in detail restoration. Our SSAformer, however, achieves
superior edge and detail restoration, clearly visible in the zoomed-in views marked by
red boxes.

Table 1. Quantitative evaluation of different HSI SR methods on the Chikusei dataset. The best and
second-best results are bolded and underlined, respectively.

Method Scale PSNR↑ SSIM↑ SAM↓ CC↑ RMSE↓ ERGAS↓

Bicubic ×2 43.2125 0.9721 1.7880 0.9781 0.0082 3.5981
3DFCNN [19] ×2 45.4477 0.9828 1.5550 0.9854 0.0064 2.9235
GDRRN [34] ×2 46.4286 0.9869 1.3911 0.9885 0.0056 2.6049
SSPSR [14] ×2 47.4073 0.9893 1.2035 0.9906 0.0051 2.3177

MSDformer [15] ×2 47.0868 0.9882 1.1843 0.9899 0.0054 2.3359
Ours ×2 47.5984 0.9899 1.1710 0.9908 0.0049 2.2926

Bicubic ×4 37.6377 0.8954 3.4040 0.9212 0.0156 6.7564
3DFCNN [19] ×4 38.1221 0.9079 3.3927 0.9276 0.0147 6.4453
GDRRN [34] ×4 39.0864 0.9265 3.0536 0.9421 0.0130 5.7972
SSPSR [14] ×4 39.5565 0.9331 2.5701 0.9482 0.0125 5.4019

MSDformer [15] ×4 39.5323 0.9344 2.5354 0.9479 0.0126 5.4152
Ours ×4 39.6955 0.9370 2.5122 0.9490 0.0122 5.3754

Bicubic ×8 34.5049 0.8069 5.0436 0.8314 0.0224 9.6975
3DFCNN [19] ×8 34.7274 0.8142 4.9514 0.8379 0.0218 9.4706
GDRRN [34] ×8 34.7395 0.8199 5.0967 0.8381 0.0213 9.6464
SSPSR [14] ×8 35.1643 0.8299 4.6911 0.8560 0.0206 9.0504

MSDformer [15] ×8 35.2742 0.8357 4.4971 0.8594 0.0207 8.7425
Ours ×8 35.3241 0.8402 4.3572 0.8599 0.0201 8.8235

GT Bicubic SSPSR MSDformer OursChikusei
修稿后

Bicubic SSPSR MSDformer Ours

Figure 5. Reconstructed test HSIs in the Chikusei dataset with spectral bands 31-98-61 as R-G-B at
scale factor ×4. From left to right, ground truth, then results of bicubic, SSPSR [14], MSDformer [15],
and the proposed SSAformer method.
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GT Bicubic SSPSR MSDformer OursChikusei

Bicubic SSPSR MSDformer Ours

Figure 6. Error maps of the test HSIs in the Chikusei dataset at the scale factor ×4.

4.4.2. Experiments on the Houston Dataset

The Houston2018 dataset [52] comprises images of size 4172 × 1202 × 48. For testing,
we simultaneously cropped four nonoverlapping HSIs of 256 × 256 × 48 at positions
1–256 pixels and 257–512 pixels in the vertical regions and similarly in the horizontal
regions, resulting in eight nonoverlapping HSIs for testing. The width of the top area used
for testing exceeding 256x4 was discarded. The remainder of the image was cropped into
overlapping patches for training purposes, following the same preprocessing method as the
Chikusei dataset [51] (with 10% of the training data randomly selected as a validation set).

Table 2 presents the quantitative results of various methods on the Houston test set
across scale factors of ×2, ×4, and ×8 for six evaluation metrics. The best results are
highlighted in bold, and the second-best are underlined. Our model outperformed other
SOTA methods on all six evaluation metrics at the X2 scale factor. At the ×4 and ×8 scale
factors, it exceeded other SOTA methods on five evaluation metrics, with the metrics not
exceeded being only a few hundredths or thousandths less.

Figures 7 and 8 demonstrate the qualitative results of HSI reconstruction from the
Houston test set at a scale factor of x4. Specifically, we selected channels 29, 26, and 19 as
the R-G-B channels for enhanced visualization. While the bicubic method could perform
the SR task, its effectiveness is limited. SSPSR [14] and MSDformer [15] show significant
improvements in reconstruction, but as observed in the red-boxed images, the SSAformer
achieves better pixel-level restoration results.

Table 2. Quantitative evaluation of different HSI SR methods on the Houston dataset. The best and
second-best results are bolded and underlined, respectively.

Method Scale PSNR↑ SSIM↑ SAM↓ CC↑ RMSE↓ ERGAS↓

Bicubic ×2 49.4735 0.9915 1.2707 0.9940 0.0040 1.3755
3DFCNN [19] ×2 50.7939 0.9941 1.2168 0.9949 0.0034 1.1722
GDRRN [34] ×2 51.5205 0.9949 1.1241 0.9957 0.0031 1.0723
SSPSR [14] ×2 52.5061 0.9958 1.0101 0.9965 0.0028 0.9608

MSDformer [15] ×2 51.9265 0.9952 1.0600 0.9963 0.0030 1.0223
Ours ×2 52.5905 0.9960 0.9668 0.9968 0.0027 0.9475

Bicubic ×4 43.0272 0.9613 2.5453 0.9741 0.0086 2.9085
3DFCNN [19] ×4 43.2680 0.9669 2.6128 0.9661 0.0079 2.8698
GDRRN [34] ×4 44.2964 0.9730 2.5347 0.9760 0.0069 2.4700
SSPSR [14] ×4 45.5987 0.9779 1.8828 0.9850 0.0063 2.1377

MSDformer [15] ×4 45.6412 0.9782 1.8582 0.9852 0.0062 2.1279
Ours ×4 45.6457 0.9788 1.8553 0.9850 0.0061 2.1141

Bicubic ×8 38.1083 0.8987 4.6704 0.9177 0.0152 5.1229
3DFCNN [19] ×8 38.0152 0.9030 4.7085 0.9093 0.0146 5.0865
GDRRN [34] ×8 38.2592 0.9085 4.9045 0.9138 0.0140 4.9135
SSPSR [14] ×8 39.2844 0.9164 4.2673 0.9346 0.0130 4.4212

MSDformer [15] ×8 39.2683 0.9165 4.0515 0.9354 0.0131 4.4383
Ours ×8 39.2320 0.9187 3.9154 0.9439 0.0129 4.4146
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Houston
修稿后

GT Bicubic SSPSR MSDformer Ours

Bicubic SSPSR MSDformer Ours

Figure 7. Reconstructed test HSIs in the Houston dataset with spectral bands 29-26-19 as R-G-B at
scale factor ×4. From left to right, ground truth, then results of bicubic, SSPSR [14], MSDformer [15],
and the proposed SSAformer method.

Houston
GT Bicubic SSPSR MSDformer Ours

Bicubic SSPSR MSDformer Ours

Figure 8. Error maps of the test HSIs in the Houston dataset at the scale factor ×4.

4.4.3. Experiments on the Pavia Datasets

The Pavia Centre dataset [53] consists of images with dimensions of 1096 × 1096 × 102.
Following the approach of [14,15], due to the presence of invalid areas, we cropped the
informative region of the original scene to a size of 1096 × 715 × 102. The left side of
the image was further segmented into four nonoverlapping HSIs of 224 × 224 × 102 for
testing purposes. Any portion exceeding 224 × 4 in the vertical range on the left side was
discarded. The remainder of the image was processed into overlapping training patches
in the same manner as the Chikusei dataset [51], with 10% of the training data randomly
selected as a validation set. Specifically, following the practice of [15], due to the smaller
spatial dimensions of the Pavia dataset [53] relative to other datasets, for a scale factor of ×8
on the Pavia dataset [53], we used patches of 128 × 128 × 102 with an overlap of 64 pixels.

Table 3 shows the quantitative results of various methods on the Pavia test set across
scale factors of ×2, ×4, and ×8 for six evaluation metrics. Our proposed SSAformer
achieved better results than other SOTA methods across all scale factors. Given the smaller
sample size of the Pavia dataset [53], this also indicates the robustness of our proposed
method, demonstrating effective reconstruction capabilities across different data volumes,
which is particularly relevant in scenarios where remote sensing data are scarce.

Figures 9 and 10 showcase the qualitative results of HSI reconstruction from the Pavia
test set at a scale factor of ×4. Specifically, we selected channels 100, 30, and 12 as the R-G-B
channels for improved visualization. While the bicubic method is capable of performing
the SR task, its effectiveness is limited. SSPSR [14] and MSDformer [15] show significant
improvements in reconstruction, but the SSAformer achieves better recovery of some
boundaries and pixel-level restoration effects.
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Table 3. Quantitative evaluation of different HSI SR methods on the Pavia dataset. The best and
second-best results are bolded and underlined, respectively.

Method Scale PSNR↑ SSIM↑ SAM↓ CC↑ RMSE↓ ERGAS↓

Bicubic ×2 32.0583 0.9139 4.5419 0.9491 0.0256 4.1526
3DFCNN [19] ×2 33.3797 0.9369 4.6173 0.9596 0.0219 3.6197
GDRRN [34] ×2 33.8949 0.9428 4.7006 0.9641 0.0206 3.4179
SSPSR [14] ×2 34.8724 0.9525 4.0143 0.9706 0.0185 3.0734

MSDformer [15] ×2 35.4400 0.9601 3.5041 0.9746 0.0173 2.9166
Ours ×2 35.7317 0.9608 3.5048 0.9760 0.0167 2.8263

Bicubic ×4 27.3222 0.7151 6.3660 0.8493 0.0451 7.0292
3DFCNN [19] ×4 27.7103 0.7546 6.5670 0.8582 0.0429 6.7438
GDRRN [34] ×4 27.9602 0.7695 7.1670 0.8664 0.0414 6.5732
SSPSR [14] ×4 28.4757 0.7911 5.7867 0.8848 0.0392 6.2282

MSDformer [15] ×4 28.5032 0.7929 5.7907 0.8853 0.0390 6.2197
Ours ×4 28.6199 0.7988 5.7369 0.8883 0.0384 6.1420

Bicubic ×8 24.3714 0.4531 7.8903 0.6763 0.0646 9.8142
3DFCNN [19] ×8 24.3173 0.4532 8.1556 0.6675 0.0647 9.8779
GDRRN [34] ×8 24.5468 0.4777 8.4873 0.6842 0.0630 9.6256
SSPSR [14] ×8 24.6641 0.4942 8.3048 0.6946 0.0620 9.4980

MSDformer [15] ×8 24.8418 0.5097 7.8021 0.7126 0.0608 9.4031
Ours ×8 24.8468 0.5111 7.6729 0.7134 0.0607 9.3920

Pavia
修稿后

GT

Bicubic SSPSR MSDformer Ours

Bicubic SSPSR MSDformer Ours

Figure 9. Reconstructed test HSIs in the Pavia dataset with spectral bands 100-30-12 as R-G-B at scale
factor ×4. From left to right, ground truth, then results of bicubic, SSPSR [14], MSDformer [15], and
the proposed SSAformer method.

Pavia
GT

Bicubic SSPSR MSDformer Ours

Bicubic SSPSR MSDformer Ours

Figure 10. Error maps of the test HSIs in the Pavia dataset at the scale factor ×4.

4.5. Ablation Study

The effectiveness of spatial and spectral attention: In the SSAformer, we designed
spatial and spectral attentions to separately learn the features from spatial and spectral
dimensions. To validate the effectiveness of the proposed SAB, SEB, and SSAformer
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structures, we designed various SSAformer variants. By individually removing SAB or
SEB, we denote these variants as “Ours w/o SAB” or “Ours w/o SEB,” respectively. As
illustrated in Table 4, the performance of the model significantly decreases when using SAB
or SEB alone. The probable reason is that each module specifically addresses either spatial
or spectral information, and their concurrent action allows for information integration,
facilitating comprehensive learning of spatial and spectral features in HSIs. When acting
independently, there is a noticeable deficiency in the effective extraction of spatial or
spectral information, failing to address the issues of long-range dependencies in spatial
information or redundancy in spectral information.

Table 4. Ablation experiments of some variants of the proposed method over the Pavia testing dataset
at scale factor ×4. Bold represents the best.

Variant Params. (×106) PSNR↑ SSIM↑ SAM↓ CC↑ RMSE↓ ERGAS↓

w/o SAB 13.1866 27.9711 0.7669 6.2027 0.8696 0.0414 6.6139
w/o SEB 17.7417 27.9644 0.7663 6.1848 0.8694 0.0415 6.6173
w/o DC 22.4694 27.9685 0.7665 6.1796 0.8694 0.0415 6.6157

Ours 22.5856 28.6199 0.7988 5.7369 0.8883 0.0384 6.1420

The effectiveness of deformable convolution: To address the issue of channel infor-
mation redundancy in HSIs, we introduced DC to extract information from each channel of
HSIs adaptively. This is achieved through feature selection, implementing channel weight-
ing to better extract information in the spectral dimension. To assess the effectiveness of
DC within the SEB, we replaced the DC with standard convolution operations, denoted as
w/o DC, with the experimental results shown in Table 4. All evaluation results are inferior
to the original network with the DC module, indicating that DC benefits channel-wise
feature extraction.

Analysis of the number of SSAGs: To extract global spatial–spectral information, we
employ N SSAGs within our network. We investigated the impact of varying the number
of SSAGs on the performance of hyperspectral SR, with the experimental results shown in
Table 5. When a smaller number of modules (N = 3) is used, all quantitative metrics are at
their worst, likely due to insufficient network depth to thoroughly learn spatial–spectral
features. When the number of SSAGs is further set to 4 (N = 4), all quantitative metrics
reach their optimum. However, when the number is larger, the SR performance starts to
deteriorate since a deeper model requires more training data, leading to overfitting and
poor generalization capability.

Table 5. Quantitative comparisons of the number of SSAGs over the Pavia testing dataset at scale
factor ×4. Bold represents the best.

Number (N) Params. (×106) PSNR↑ SSIM↑ SAM↓ CC↑ RMSE↓ ERGAS↓

N = 3 17.1682 27.9207 0.7647 6.3097 0.8681 0.0417 6.6536
N = 4 22.5856 28.6199 0.7988 5.7369 0.8883 0.0384 6.1420
N = 5 28.0030 28.0214 0.7695 6.1053 0.8712 0.0412 6.5752
N = 6 33.4204 28.5423 0.7941 5.8771 0.8861 0.0387 6.2022

5. Conclusions

In this paper, we introduce the Spatial–Spectral Aggregation Transformer, termed
SSAformer, for HSI SR. Specifically, we leverage specially designed spatial and spectral at-
tention modules to efficiently extract and integrate spatial and spectral information in HSIs.
The spatial attention module effectively models the long-range dependencies of spatial
information, while the spectral attention module addresses the issue of channel redundancy
in HSIs through channel weighting. Experiments on three public datasets demonstrate that
our method can recover finer details and achieve minimal spectral distortion compared
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to SOTA methods, resulting in better reconstruction outcomes. Future work will focus
on optimizing the network to make it lightweight and hardware-compatible. We also
recognize the need to validate our findings across more varied real-world environments to
fully assess the model’s applicability.
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Abbreviations

HSI Hyperspectral image
SR Super-resolution
HR High resolution
LR Low resolution
CNN Convolutional neural network
SSAformer Spatial–Spectral Aggregation Transformer
DC Deformable convolution
SOTA State of the art
SSAG Spatial–spectral attention group
SSAB Spatial–spectral attention block
MLP Multilayer perceptron
OCA Overlapping cross-attention
SAB Spatial attention block
SEB Spectral attention block
PSNR Peak signal-to-noise ratio
SSIM Structural similarity index measure
SAM Spectral angle mapper
CC Cross correlation
RMSE Root mean squared error
ERGAS Erreur relative global adimensionnelle de synthèse
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