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Abstract: In the near future, there will be a greater emphasis on sharing network resources between
roads and railways to improve transportation efficiency and reduce infrastructure costs. This could
enable the development of global Cooperative Intelligent Transport Systems (C-ITSs). In this paper, a
software-defined networking (SDN)-based common emergency service is developed and validated
for a railway and road telecommunication shared infrastructure. Along with this, the developed
application is capable of reducing the chances of distributed denial-of-service (DDoS) situations. A
level-crossing scenario is considered to demonstrate the developed solution where railway tracks
are perpendicular to the roads. Two cases are considered to validate and analyze the developed
SDN application for common emergency scenarios. In case 1, no cross-communication is available
between the road and railway domains. In this case, emergency message distribution is carried out
by the assigned emergency servers with the help of the SDN controller. In case 2, nodes (cars and
trains) are defined with two wireless interfaces, and one interface is reserved for emergency data
communication. To add the DDoS resiliency to the developed system the messaging behavior of each
node is observed and if an abnormality is detected, packets are dropped to avoid malicious activity.

Keywords: SDN; DDoS; railways; roads; emergency service; Mininet-WiFi; ONOS; latency

1. Introduction

Today, the cohabitation of rail and road environments is unavoidable in many coun-
tries, due to the existence of level crossings with varying levels of safety (presence or
absence of barriers, for example) or the deployment of trains in an urban environment,
cohabiting with cars, as can be seen today in China [1]. These points of intersection are
proving to be accitentogenic, in particular, due to human error, especially for car drivers,
major emergency braking constraints in the rail environment (several hundred meters for
high-speed lines), and lack of synchronization between railway and car environments [2].
As a result, securing the coexistence of these two worlds has become a priority for many
regions and public and private rail companies.

To achieve this goal, the first idea implemented was to define new services within each
domain. For example, in the railway domain, the European Railway Traffic Management
System (ERTMS) [3], based on the Global System for Mobile Communications—Railway
(GSM-R) [4], supports the enhanced Railway Emergency Call (eREC) [5]. The eREC is
based on the Voice Group Call Service (VGCS) with additional preemption features. When

Future Internet 2024, 16, 122. https://doi.org/10.3390/fi16040122 https://www.mdpi.com/journal/futureinternet

https://doi.org/10.3390/fi16040122
https://doi.org/10.3390/fi16040122
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com
https://orcid.org/0000-0002-0353-1654
https://orcid.org/0000-0001-6643-9567
https://orcid.org/0000-0002-7729-6976
https://doi.org/10.3390/fi16040122
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com/article/10.3390/fi16040122?type=check_update&version=1


Future Internet 2024, 16, 122 2 of 17

a user initiates an eREC call, the request arrives at the serving GSM-R network as shown in
Figure 1, which creates a group call to all the entities in the same area, as well as to the area
of the dispatcher/controller. The call is created even if no resources are initially available for
it, as the network disconnects any other, lower-priority, call to free resources and prioritizes
the eREC communication. Similarly, in road communications, the European Telecommuni-
cations Standards Institute (ETSI) has defined two main message types: the Cooperative
Awareness Message (CAM) and the Decentralized Environmental Notification Message
(DENM) [6]. CAM messages provide periodic updates about the vehicle’s status, while
DENM messages transmit specific, often emergency-related, information. These messages
can indicate obstacles, lane changes, or sudden slowdowns, and are disseminated quickly
in the local area via vehicle-to-vehicle (V2V) communications and more broadly through
roadside infrastructure. Therefore, it can be inferred that both sectors have mechanisms to
manage emergencies but no unified system exists across them.

GSM-R
NETWORK

This is REC. Stop Other Calls
and send REC to everyone

in the area.

RE
C

RE
C

REC

REC

2

3

331

1 2 3

Dispatcher

Figure 1. Railway Emergency Call [7].

However, a growing idea today is to design joint services, interconnecting road and
rail services. Indeed, having a common service to distribute the emergency alert could
offer several benefits. It could improve communication between different emergency
services and it could also ensure that both the domains have the same information at
the same time. This will help to build coordinated and efficient responses to emergency
situations and to establish a common understanding of an emergency situation that can
improve decision making and response time [8]. Along with these, sharing civil and
network/telecommunication infrastructures for railway and road coexistence scenarios
restricts duplication and minimizes direct investment towards marginal areas. In this way,
it reduces the capital expenditure (CapEx) and operating expense (OpEx) [9,10]. However,
effectively addressing and managing emergency or critical situations within the operational
contexts of railways and roads remains an ongoing and open area of inquiry [11].

Software-defined networking (SDN) is one of the technologies that could guarantee
fast, efficient distribution of information across shared or independent communication
infrastructures, particularly for critical or emergency situations. SDN can oversee and
manage the entire network as a single entity and eliminates the need for individual device
configuration. It allows for precise routing and prioritization of traffic based on specific
needs. It also offers advanced data traffic differentiation and centralized network control.
SDN controllers facilitate centralized information collection and processing, unlike tradi-
tional networks that require comprehensive information exchange for security. Indeed, the
centralized SDN controller introduces a vulnerability as it becomes a single point of failure
for the entire communication network. To mitigate this risk, the deployment of multiple
controllers, as suggested in [12–15], could be an effective solution. This approach enhances
the reliability and robustness of the network by eliminating the single point of failure.
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The SDN technology has been widely applied in the road environment, as demon-
strated by [16,17], but also in the rail environment [18]. This demonstrates the potential
of this solution to guarantee the implementation of a solution that (1) guarantees the
independence of potential multiple network/infrastructure operators, (2) guarantees ef-
ficient message distribution, and (3) reinforces network security. However, such work
has given little consideration to the idea of common services and network interconnec-
tions, even though such solutions have already been proposed and implemented in other
environments [19].

That is why in this article we propose an SDN-based solution for implementing
common emergency services for road and rail environments. In the complex interplay
of road and rail systems, numerous scenarios necessitate the intervention of common
emergency services. These include, but are not limited to, road accidents in proximity to
railway tracks, infrastructure failures, and public-safety threats. A dangerous situation
occurs frequently when a car is stacked across the railway track in a level-crossing area.
If the car could send an emergency message not just to a car emergency system, but also
to a rail emergency system, the approaching train could be alerted in time to prevent
a potential collision. This is the case considered and presented in this paper. The aim
of the proposed architecture and mechanisms, leveraging SDN capabilities, is to enable
(1) coordinated management of emergency messages for the rail and road environments;
(2) isolation of services intended solely for one of the two environments; (3) prevention
of attacks that might seek to take advantage of this sharing of services by relying on the
effective management of attacks that SDN is likely to enable [20–22]; and finally, (4) the
applicability of the proposed solution in a real-life environment. The code for the proposed
SDN application is available online [23], and this article aims to present the mechanisms
implemented for traffic differentiation and malicious behavior detection, as well as to
demonstrate how the implemented solution works.

This paper is organized as follows: Section 2 gives information about some related
work. Section 3 presents an overview of the mechanism to implement the secure and
common emergency service. Section 4 provides information about the proof of concept
(PoC) to implement the SDN application. Validation of the developed system to distribute
the common emergency messages is presented in Section 5 and tackling DDoS attacks is
presented in Section 6. Finally, Section 7 concludes the paper with a critical analysis.

2. Related Work and Motivation

Existing SDN-based work aimed at improving coexistence between rail and road
environments can be divided into two categories:

• Work focused on a single domain: This work aims to enable more efficient dissemina-
tion of information in either the rail or road environment. The idea is, therefore, to
try to ensure global safety without implementing exchanges between road and rail
servers/terminals. Most of these solutions have been developed for the road environ-
ment. Indeed, the recent and numerous studies on automated and connected vehicles
have encouraged the development of proposals designed to guarantee a high level of
safety. In this road context, we can cite the following as interesting examples [24–26]:
they aim to manage and anticipate the mobility of cars in the best possible way to
guarantee the dissemination of critical messages with minimum latency. Similar work
can be found in the railway environment, such as [18]. These projects have two similar
features: (1) mobility management adapted to both rail and road environments, and
(2) traffic differentiation designed to guarantee faster dissemination of critical mes-
sages. However, they do not enable the interconnection of rail and road environments,
and therefore, cannot ensure global safety.

• Work seeking to propose a solution common to both domains: The idea here is to
ensure that safety is shared by both the road and rail domains, and thus, to guarantee
the transmission of information between these two environments. So far, this idea
seems to have received little consideration in the context of SDN-based network
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architectures and, as far as we know, our article [27] was the first to mention it.
However, the existence of work in a non-SDN context, aimed at enabling the exchange
of critical information [8], both in research articles and in European projects, seems to
demonstrate the relevance of this approach. Furthermore, the existence of SDN-based
applications in each of the environments also seems to be an argument in favor of
implementing such solutions interconnecting both environments.

Therefore, existing research in the field has primarily focused on narrow aspects
of SDN-based common emergency services for vehicular networks and railways. Most
researchers have considered only vehicular networks in which numerous network-based
solutions are currently being developed. Prior to the documentation of our current practical
study, no previous studies were found that explored the implementation of a unified
messaging for emergency services using a centralized SDN-based networking application.

In addition, in order to limit the risks that the interconnection of these two environ-
ments could generate, we also propose integrating elements designed to reinforce system
security. Indeed, the opening of doors between the two communication systems could
be used by attackers to carry out denial-of-service (DoS) attacks against the rail and road
environments, with the impact maximized by the duplication of messages to both environ-
ments. An attack that floods a network or server with data or internet traffic is referred to
as a DoS/DDoS attack [28]. We have, therefore, integrated a message filtering mechanism
into our architecture, taking our inspiration from the solutions described in the literature
for managing DoS attacks in SDN-based systems [29,30]. On this point, our contribution
consists of adapting these solutions to the environment under consideration (interconnec-
tion of heterogeneous rail–road systems) and proposing an open-source implementation
that can be reused by other researchers in the future, both in rail and road environments
and in other environments.

3. Description of the Proposed SDN-Based Service for Rail and Road Coexistence

The aim of this section is to present key information related to the SDN-based service
we have implemented for the coexistence of road and rail environments, particularly in
emergency scenarios. The proposed solution aims to address the limitations of existing
solutions in the literature (see Section 2).

3.1. Objectives of the Implemented Service

The implementation of an SDN-based solution relies on the implementation of an
SDN application capable of managing the entire road–rail emergency service. The SDN
application that we developed can be decomposed into two parts: (1) Differentiating the
emergency messages from common messages to distribute them to both rail and road
emergency servers, and (2) detecting DoS/DDoS attack scenarios that could disrupt system
operation:

1. Managing emergency messages: Cars and trains can only communicate with their
own servers and with devices/nodes that belong to the same VLAN of the same
physical network (cars/trains). However, during emergency situations, the applica-
tion must have the capability to distribute emergency data messages to every node
in the network, including assigned emergency servers. This means that regardless
of whether it is a car or a train, all nodes will receive the emergency message. De-
tailed information about common emergency service implementation is presented in
Sections 4.1 and 4.2. The application addresses two specific cases:

• Case 1: Sending emergency messages to assigned servers
When an emergency message is sent from cars to the car emergency server,
the message is also forwarded to the rail emergency server. Similarly, if an
emergency message is sent from trains to the rail emergency server, it is also
transmitted to the car emergency server. In this case, an emergency message
is first sent to the centralized SDN controller and the controller distributes the
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message to assigned servers. The servers, upon receiving these emergency
messages, disseminate them to the cars and trains located in the affected area.
This mechanism ensures the comprehensive distribution of emergency messages
among the relevant vehicles.

• Case 2: Sending emergency messages directly to cars, trains, and to assigned servers
In this case, our SDN application enables direct communication of emergency
messages between cars and trains. It allows cars and trains to send and receive
only emergency messages to each other, without the need for routing through
controller and intermediate servers. To enable this mechanism, all the nodes
(cars and trains) are defined with two wireless interfaces, where one interface is
reserved only for emergency data communication.

2. Handling DoS/DDoS attacks: To avoid DoS, a mechanism is developed based on
monitoring the sudden change in the messaging behavior during the transmission
of the emergency messages. More information about the mechanism to handle the
DoS/DDoS situation is presented in Section 4.3. A mechanism to address the DDoS
situation has also been evaluated.

3.2. Tools Used for Service Implementation and Evaluation

To develop an SDN application designed to meet the objectives described in Section 3.1
and evaluate its performance in a realistic scenario, the following tools were used:

• Open Network Operating System (ONOS) SDN controller: An open-source project
aimed at creating a software-defined networking operating system for communi-
cations service providers that is designed for scalability, high performance, and
high availability. This tool is widely used in both academic and industrial envi-
ronments [31].

• Mininet-WiFi network emulator: A software-defined network emulator tool that
has the capability to define different network topologies, where nodes/hosts can be
configured with multiple wireless interfaces [32]. It can, therefore, reproduce complex
rail and road environments by directly injecting real traffic data.

• Scapy tool: A packet manipulation tool for computer networks that can forge or
decode packets, send them on the wire, capture them, and match requests and replies.
It will be used in the implemented system to generate common/emergency mes-
sages [33].

• Matt’s traceroute (MTR) tool: A commonly used tool to measure the latency of the
developed network. It uses the ping and traceroute to calculate the latency and jitter in
the network [34]. In our context, it will be used to demonstrate the real-life applicability
of the proposed solution. Detailed information about these tools is available in [27].

3.3. Considered Scenario: Level Crossing

To demonstrate and emulate the common emergency services for railway and road
coexistence scenario, a level-crossing situation has been selected, where railway tracks are
perpendicular to roads, as shown in Figure 2. Nevertheless, the proposed mechanism could
be applied to any type of shared or dedicated scenario/situation aiming at interconnecting
rail and road services. In the considered scenario, railways and roads have shared access
networks and both entities have a common backhaul core.

A Python script is written in Mininet-WiFi to develop the selected network topology,
which can mimic the level-crossing scenario [23]. In the selected topology, the ONOS [31]
SDN controller is used to programmatically control the forwarding element of the network
topology. The defined access points and switches are SDN-based devices that operate and
control via the OpenFlow13 protocol [35]. The rail emergency server (RailEmer) and car
emergency server (CarEmer) are designed to manage the exchange of emergency messages
between the server and nodes. Each emergency server has primary and secondary servers,
as shown in Figure 2. The secondary servers are included to ensure system redundancy
and fail-safety. In addition, clusters of primary and secondary servers can be considered
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to enhance system security and prevent system failure. The RailServer and CarServer are
defined to manage and exchange the normal messages between the nodes and server.

ap1 ap2

RailServer
(Railways' Service Server)

CarServer
(Roadways' Service Server)

ONOS SDN Controller

Switch
Switch

Switch

Car1

Train1

S11 S44

S22

Level Crossing

Switch

S33

RailEmer
(Rail Emergency Servers)

CarEmer
(Car Emergency Servers)

Primary  Secondary 

Primary  Secondary 

Interface Between Switches & Ap

SDN Interface

Car1

Figure 2. Considered scenario: rail and road coexistence at level crossing.

To implement the common emergency service, network-side emergency service imple-
mentation is carried out using SDN and network slicing with virtual local area network
(VLAN) tagging. In this empirical work, we are not creating the whole eREC mechanisms
nor multipoint calls but only demonstrating how a common emergency service can be im-
plemented and triggered from both domains. The “start-eREC” message can be sent by cars
or trains in the specific area of the level crossing. In this implementation, it is ensured that
data traffic is differentiated between roads and railways based on its source, destination,
VLAN tag, and port number and provides common emergency services for both trains
and cars. Detailed information about developed common services to differentiate the data
traffic and emergency message delivery is presented in Sections 4.1 and 4.2.

Figure 3 shows the developed network topology, where the nodes Train1, Train2,
Car1, Car2, and New node are connected to access point Ap1. The nodes Train3 and
Car3 are connected to access point Ap2. Access point Ap1 is connected to switch S11
and access point Ap2 is connected to switch S44. The RailEmer and CarEmer with their
primary and secondary servers are connected to switch S22 and RailServer and CarServer
are connected to switch S33. Figure 4 shows the Mininet-WiFi-generated graph with all
the nodes connected to access points. For simplicity, the demonstration involves three
open virtual switches, two access points, and seven nodes (representing cars and trains).
However, the developed system is capable of handling more complex prototypes with an
increased number of switches, access points, and nodes. The complexity of the prototype
depends on the capacity of the system where the SDN-based solution is implemented.
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Figure 3. Considered scenario: ONOS perspective.
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Figure 4. Considered scenario: Mininet-Wifi perspective.

4. Implementation of the Proposed SDN-Based Service for Rail and Road Coexistence

In this section, based on the elements introduced in Section 3 (objectives, tools, sce-
nario), we present the algorithms that we implemented for the secure management of
emergency messages.

4.1. Packet Differentiation and Emergency Service Delivery

Figure 5 shows the logical flow diagram of the SDN application that has been imple-
mented to differentiate the data traffic from railways and roads, which is mainly based
on VLAN tagging, as described in [27]. It also aims to differentiate emergency data pack-
ets/messages and non-emergency data packets/messages and forwarding of emergency
messages to the RailEmer and CarEmer servers.

When a User Datagram Protocol (UDP) data packet arrives at any access point/switch,
this network device looks into its forwarding rules/table, and if there are no forwarding
rules installed at the current access point/switch for the arrived source and destination IP
pairs, the data packet is sent to the SDN controller for treatment as an OpenFlow PacketIn
message. The developed SDN application checks the destination port assigned in the UDP
data packet and if the destination port is equal to 135 (the port defined as the emergency
port in this proof of concept), the controller marks this data packet as an emergency data
packet and tags this packet with VLAN ID 5 (VLAN associated with emergency here). For
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the implementation of the application, any port and any VLAN ID can be used. Here,
VLAN ID 5 is used to differentiate the emergency data packet and port 135 is set to receive
this data packet via UDP.

Install Forward Flow
Rule, Send the Packet to

Host 

Start
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Application

Wait for Data Packet

Packet Received 

Check Data Packet Type
(IPv4?) Discard Packets
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No

No
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Message Directly to Cars,

Trains and Assigned
Emergency Servers

Case 1 Case 2

Figure 5. Flowchart.

If the developed SDN application is operating in case 1, the SDN application duplicates
the emergency UDP data packet and changes the destination IP address of the duplicated
emergency data packet. If the emergency message is initiated by the car, the original
emergency data packet is sent to the car emergency server and the duplicated emergency
data packet is sent to the rail emergency server. On the other hand, if the emergency
message is initiated by a train, the original emergency data packet is sent to the rail
emergency server and the duplicated emergency data packet is sent to the car emergency
server. If the developed SDN application is operating in case 2, the SDN application
distributes the emergency data packet to trains and cars on the secondary wireless interface
which is reserved for emergency data communication.

If the incoming UDP data packets have a destination port other than 135, they are
designated as non-emergency data packets. VLAN ID 3 is assigned to the data packet
to/from the rail, RailServer, and RailEmer server, while VLAN ID 4 is assigned to the data
packet to/from the car, CarServer, and CarEmer server. It is worth noting that any VLAN
ID can be used to tag the packets for traffic differentiation.
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4.2. Emergency Data Packet Duplication

The developed ONOS application ensures that emergency data packets can be differ-
entiated from non-emergency data packets and, when an emergency or critical situation
occurs, both the emergency servers, i.e., RailEmer and CarEmer receive the emergency
message [23]. For the demonstration purpose, we used the UDP protocol to send and
receive emergency and non-emergency data packets. Figure 6 shows the emergency data
packet VLAN tagging and duplication mechanism of the emergency data packet. In the
given Figure 6, Train1 and Car1 are connected to access point Ap1. Suppose Car1 is stuck
at the level crossing or has some issue and Train1 is about to reach the level crossing.

DATA

DATA

Car1

Train1

S11 S22 S33

Car Server

Rail Server

Emergency
DATA Packet

ap1

S44

DATA5

5

DATA5

Train2

Car2
ap2

Duplication of Emergency 
Data Packet

DATA

DATA

DATA

(Rail Emergency Servers)
Primary  Secondary 

RailEmer

(Car Emergency Servers)

Primary  Secondary 

CarEmer

Figure 6. Emergency packet tagging and duplication.

In this considered situation, the emergency data packet is generated by Car1. When
this emergency data packet comes to access point Ap1, the SDN application tags this
data packet with VLAN ID 5 and forwards it to the SDN controller. The SDN controller
duplicates the emergency data packet and sends the original data packet to access point
Ap1. Along with these, the controller installed the forwarding rules using the OpenFlow13
protocol at the access point Ap1, switch S11, and switch S22. In this selected scenario the
original emergency data packet is sent to the car emergency server (CarEmer) since the
emergency message is initiated by Car1. The SDN application replaces the destination IP
and MAC address of the duplicate emergency data packet with the IP and MAC address
of the rail emergency server (RailEmer) and sends this duplicate emergency data packet
to RailEmer. In Figure 6, it can be seen that an emergency data packet is duplicated and
distributed to both emergency servers. In this manner, the SDN-based application informs
the emergency servers of both domains about the critical situation in the railway and road
coexistence scenario.

4.3. Security Improvement: DoS/DDoS Mitigation

Some of the most famous DDoS attacks include the one on Google in 2017, which was
the largest to date, and the one on AWS in 2020. GitHub also experienced a significant
attack in 2018. In 2016, an attack on Dyn disrupted many major sites, and in 2013, an attack
on Spamhaus slowed down the entire internet [36]. These attacks have led to a greater
focus on improving network security.
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In the context of DDoS attack mitigation, blackholing and sinkholing are two com-
monly employed strategies. Blackholing is a technique that diverts all traffic towards a
specific IP or IP range to a null route or ‘black hole’ during a DDoS attack. While this
method effectively blocks malicious traffic from reaching its intended target, it may uninten-
tionally impact legitimate traffic as well. Sinkholing, conversely, filters out malicious traffic
while allowing legitimate traffic to pass through. It uses a decoy, or ‘sinkhole’ IP address,
to identify malicious nodes without disrupting traffic from legitimate sources. This method
primarily targets IP addresses or domains associated with known threats. However, it
may not be effective against new or previously unidentified malicious nodes. Moreover,
establishing and maintaining a sinkhole infrastructure for traffic diversion and analysis can
be resource-intensive. Sinkholing is often implemented at the DNS level, i.e., application
layer. Despite their effectiveness, both techniques have certain limitations [37].

To address these challenges, a mechanism has been integrated into the developed
SDN application, as depicted in Figure 7. This mechanism operates at the second layer
of the OSI model, enabling early detection and blocking of malicious traffic. It func-
tions in both proactive and reactive modes, as every emergency data packet is routed
through the SDN controller. The application is designed to detect both new and previ-
ously unidentified malicious nodes. This approach ensures a more robust defense against
DDoS threats.

Extract IP / MAC 
Address

(Emergency
Message)
Packet IN

Look for the IP / MAC address
STORED

in the ONOS Application
or Database

Are
IP and MAC 
Available ?

Yes

No

Mark Node as
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Drop the Data
Packet

Send this Data Packet
to

Secondary Emergency
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Observe the Behavior of
the Node for Certain

Period-of-Time  

Is the Node Behaving
 Abnormally /

Sudden Change in their
Messaging Behavior   

Mark Node as
Malicious

Drop the Data
Packet

Yes

Add the IP / MAC
Address of the Node in
the ONOS Application
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Send this Data
Packet to

ONOS Controller

Send this Data Packet
to
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Server

No
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Is the Node Behaving
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Yes

Mark Node as
NEW Node

Send this Data
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ONOS Controller
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Figure 7. Flowchart: reducing DDoS attacks.
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This mechanism works by first differentiating emergency messages from common
ones and extracting the IP and MAC addresses of the source node initiating the emer-
gency message. The application then checks these addresses against those in the SDN
application/database. If a match is found, the node is authenticated. Every emergency
message is first sent to the SDN controller, which monitors the node’s behavior. If any
abnormal behavior is detected, such as changes in messaging behavior or attempts to send
more messages than allowed, the node is marked as malicious, and all its data packets are
dropped. If no abnormalities are detected, the emergency packet is forwarded to the ONOS
controller, which then sends it to the primary emergency server.

If the extracted IP and MAC are not found in the ONOS application/database, the
node is marked as a new node and the node is considered new. The packet is first sent
to the ONOS controller for observation and then forwarded to the secondary emergency
server. In the meantime, the system continues to observe the node’s messaging behavior
for a certain period to monitor for any changes in behavior that might indicate malicious
intent. If abnormal behavior is detected during the observation period, the node is classified
as malicious and all the data packets to/from the new node are dropped and an alert is
sent to the controller to block the node. If no abnormal behavior is observed during the
observation period, the IP and MAC address of the new node are added to the ONOS
application/database and the node is considered ethical and the data packet is processed
normally. After adding the node’s information into the ONOS application/database, the
new node is served by the primary emergency server. This process ensures the continu-
ous operation and security of the developed architecture, providing a robust defense for
reducing potential DDoS attacks.

Overall, the given flowchart in Figure 7 outlines a security mechanism for identifying
and isolating potentially malicious nodes on a network. It leverages information about
the node’s IP and MAC address, its past behavior, and its messaging activity during a
monitoring period to make decisions about how to handle incoming data packets. It is
important to note that the specific details of this process, such as the criteria for abnormal
behavior detection and the duration of the observation period, may vary depending on the
specific implementation and security requirements of the network.

5. Validation of Developed Application for Common Emergency Services

This section presents the validation of the developed SDN-based application for
common emergency services for railway and road coexistence scenarios. Emergency and
non-emergency messages are sent for demonstration purposes from Car1 to CarEmer and
from Train1 to RailEmer. For validation purposes, these data packets were captured in
Wireshark [38].

5.1. Analysis of Data Packet in Case 1

In case 1, we conducted tests to validate the developed SDN application. Firstly, an
emergency message was sent from Car1 to CarEmer, and the data packet was captured
at the CarEmer and RailEmer nodes using Wireshark. Additionally, to measure latency,
500 UDP data packets were sent from Car1 to CarEmer on port 135. The average latency
observed was 30.9 ms, as shown in Figure 8.

Figure 8. Latency test between Car1 and CarEmer.
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After receiving the emergency data packet, CarEmer forwarded it to Car2 and Car3,
resulting in an average latency of 7.5 ms, as shown in Figure 9. In this case, the end-to-end
latency was (30.9+7.5) 38.4 ms. Similarly, 500 UDP data packets were sent from Train1 to
RailEmer, and RailEmer to Train2 and Train3. The average end-to-end latency for this test
was 36.9 ms.

Figure 9. Latency test Between CarEmer and Car2.

In addition to these tests, non-emergency data packets were also sent between cars
and trains and their respective servers. The results of these tests are presented in Table 1.
From Table 1, it can be concluded that during non-emergency data transmission, cars are
only able to communicate with other cars and their assigned servers, while trains can
only communicate with other trains and their assigned servers. This distinction ensures
the appropriate differentiation of data traffic in scenarios where both road and railway
transportation coexist. However, during an emergency situation, the emergency data
packets were shared with every node in the network.

Table 1. Data differentiation and distribution of emergency data packet.

Non-Emergency Message
(VLAN 3 or VLAN 4)

Emergency Message
VLAN 5

Trains Cars Train Servers
(Emergency & Service)

Car Servers
(Emergency & Service) Trains Cars Train Servers

(Emergency & Service)
Car Servers

(Emergency & Service)

trains ✓ x ✓ x ✓ ✓ ✓ ✓

cars x ✓ x ✓ ✓ ✓ ✓ ✓

5.2. Analysis of Data Packet in Case 2

In this scenario, Car1 directly sends emergency data to every available car and train
at the location where the emergency situation occurs. This communication is facilitated
through a second wireless link specifically dedicated to emergency data transmission.
For the purpose of demonstration, Car1 sends 500 UDP data packets to Train1, and the
measured average end-to-end latency is 7.5 ms, as shown in Figure 10.

Figure 10. Latency test between Car1 and Train1 using dedicated wireless interface.

In comparison to case 2, case 1 exhibits higher end-to-end latency. This disparity arises
due to the process followed in case 1, as explained in Section 4.2. Initially, all emergency
packets are transmitted to the SDN controller. Upon receiving the emergency data packets,
the controller duplicates them and sends packets to the designated emergency servers,
namely, CarEmer and RailEmer. Subsequently, the emergency servers disseminate the
emergency packets to all the nodes present at the specified location.
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6. Validation of the Developed Application to Avoid DDoS

This section validates the developed SDN application to handle a DDoS attack. To
validate the developed application to tackle a DDoS attack, the scenario presented in
Figure 2 is considered. For the demonstration purpose, one new node acts as a malicious
node and is attached to access point Ap1, as presented in Figure 11. The information (IP and
MAC) of all the nodes presented in this figure is saved in the ONOS application/database,
only the information of the new node is not available in the ONOS application/database.

ap1 ap2

RailServer
(Railways' Service Server)

CarServer
(Roadways' Service Server)

ONOS SDN Controller

Switch
Switch

Switch

Car1

Train2

S11 S44

S22

Level Crossing

Switch

S33

RailEmer
(Rail Emergency Servers)

CarEmer
(Car Emergency Servers)

Primary  Secondary 

Primary  Secondary 

Train1

Car2
New Node/
Malicious

Interface Between Switches & Ap

SDN Interface

Train3

Car3

Figure 11. Considered scenario: shared access network and shared core; track perpendicular to road.

6.1. When an Authenticated Node Sends Emergency Messages

Figure 12 shows the emergency message transfer by the node Car1 to the emergency
server. As Car1 is an authenticated node, the packet is sent to the controller. After that, it
follows the steps described in Section 4.2 and sends the data to the primary servers. For
validation purposes, a limit is set on the number of emergency messages that can be sent
by the nodes: a maximum of ten messages per minute or six hundred messages per hour.
The intervals between the sending of emergency messages are tracked by the controller. If
this limit is exceeded by a node, this behavior is observed by the controller and the packets
start being dropped. As shown in Figure 13, as the authenticated node sends the eleventh
packet, exceeding the allowed limit, the SDN application tracks this abnormality of the
node and starts dropping the packets.

Figure 12. Serving authenticated node: screenshot of developed SDN application.
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From Figure 12, it can be inferred that when Car1 sends ten emergency messages per
minute, it is successfully sent to the primary emergency servers. However, as soon as the
allowed limit is reached, the application begins to drop the data packets.

Figure 13. Dropping data packets.

6.2. When a New/Malicious Node Sends Emergency Messages

When a new node sends emergency messages, the data packet is sent to the controller
and secondary servers, as shown in Figure 14. While the new node sends messages within
the allowed limit it is served by the secondary server. The secondary server initially handles
the new node, monitoring its messaging behavior for a specified duration. In the context of
this application, the new node’s behavior is observed for one hour. It is important to note
that this observation period is merely for demonstration purposes within this application,
and the actual duration would depend upon the specific application and its functional
requirements. Following the observation period, if the new node’s behavior is deemed
acceptable, the IP and MAC addresses of the new node are incorporated into the ONOS
application/database. This action authenticates the new host.

Figure 14. Dropping data packets.

Suppose the new node is malicious and it starts flooding the system by sending
emergency messages, in this case, the ONOS application marks the new node as malicious,
drops all the packets, and blocks it, as shown in Figure 15.

Figure 15. Dropping data packets.

7. Conclusions

In this paper, we have proposed an SDN-based solution for common emergency
service for railway and road coexistence scenarios. To the best of our knowledge, such a
solution had never been proposed before and its open-source implementation is available
online [23]. Moreover, we aimed to emulate and validate the developed SDN-based
application through a realistic level-crossing scenario and different evaluations, involving
sending emergency messages and non-emergency data packets between cars, trains, and
their respective emergency servers.

To validate developed common emergency services two cases were considered. Case
1 is beneficial in the scenario when no cross-communication is available between the road
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and railway domains. In this case, emergency data are first sent to emergency servers,
and emergency servers distribute to all the nodes with the help of the SDN controller. In
this case, the end-to-end average latency was in the range of 36.9 to 38.4 ms. In case 2,
the emergency data are directly shared with cars and trains, leveraging the dedicated
wireless interface to send and receive the emergency messages. In this case, the average
end-to-end latency was 7.5 ms. This facilitates efficient and timely transmission of critical
information during emergencies. Case 1 has higher latency compared to case 2, this is due
to the additional steps involved in case 1, where the emergency packets were first sent to
the SDN controller, duplicated, and then forwarded to the assigned emergency servers
before being distributed to all nodes at the location.

Additionally, tests with non-emergency data packets revealed that cars could only
communicate with other cars and their assigned servers, while trains could communicate
with other trains and their assigned servers. This shows that the developed SDN application
is capable of differentiating the data between the road and railway domains. However,
during an emergency situation, the emergency data packets were shared with every node
in the network.

To minimize the risk of DoS/DDoS situations, and improve security, the SDN-based
application checks the sender’s IP and MAC addresses with the SDN database and au-
thenticates if a match is found. The node’s behavior is monitored for any abnormalities
like excessive messaging. If found, the node is marked as malicious and its packets are
dropped. Otherwise, the emergency packet is forwarded to the primary server. If a node’s
IP and MAC are not available in the ONOS database, it is marked as new. Its packet is
observed by the ONOS controller and sent to a secondary server. The system watches the
node’s behavior. If the new node behaves maliciously, such as by flooding the system with
emergency messages, the ONOS application identifies this harmful behavior: its packets are
dropped, and it is blocked. If it behaves normally and sends messages as per the allowed
limit, it is added to the ONOS database, and its packets are processed as usual.

In summary, the proposed SDN-based solution leverages the capabilities of SDN,
such as centralized network control, precise traffic routing, and advanced data traffic
differentiation based on VLAN tagging. This solution effectively differentiates data traffic
and mitigates the risk of DoS/DDoS attacks. Future work includes developing edge
emergency servers based on node geolocation. Concurrently, additional security aspects
will be explored, and functionalities will be enhanced to ensure the delivery of emergency
data packets during busy hours or network congestion.
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