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Abstract: Content-addressable memory (CAM) has been part of the memory market for more
than five decades. CAM can carry out a single clock cycle lookup based on the content rather
than an address. Thanks to this attractive feature, CAM is utilized in memory systems where a
high-speed content lookup technique is required. However, typical CAM applications only support
exact matching, as opposed to approximate matching, where a certain Hamming distance (several
mismatching characters between a query pattern and the dataset stored in CAM) needs to be tolerated.
Recent interest in approximate search has led to the development of new CAM-based alternatives,
accelerating the processing of large data workloads in the realm of big data, genomics, and other data-
intensive applications. In this review, we provide an overview of approximate CAM and describe its
current and potential applications that would benefit from approximate search computing.

Keywords: CAM; content-addressable memory; ternary CAM; associative memory; associative
processor; approximate CAM

1. Introduction

Content-addressable memory (CAM) or associative memory is a storage structure
that accesses memory by content rather than by location [1]. In addition to the write
and read operations that are supported by static random access memory (SRAM) and
dynamic RAM (DRAM), CAM allows massively parallel search operations between an
input query pattern and the entire dataset stored within the memory architecture. Thanks
to this property, CAM is a commonly sought after component for constructing state-of-the-
art memory-based systems where high-speed parallel search is required. CAM has been
adopted in a wide spectrum of application domains, from network routers and switches
to digital signal processing, data analytics, and microprocessors. Within microprocessors,
parallel search operations are required by many components, including fully associative
cache memory, translation look-aside buffers, branch prediction buffers, and more [1–5].
Conventional CAM is mainly designed to reveal exact matches between the input query
pattern and the stored information. However, in the past decade, approximate search has
become an attractive feature for different data-intensive applications such as comparison-
intensive big data workloads, machine learning, and pattern recognition applications
in images, DNA sequencing, and biomedical data [6–10]. For this class of emerging
applications, the main aim is to find similar rather than exact matching patterns. In other
words, mismatching characters can exist between the query pattern and a stored data entry.
Therefore, a certain Hamming distance is tolerable, and such a stored pattern should still be
considered a “match”. With applications of similarity search growing quickly, approximate
search-capable CAM has become a subject of active scientific research. Accordingly, this
paper provides a review of approximate search-capable CAM circuit solutions and their
main applications.

The target of this manuscript is to familiarize the reader with the state-of-the-art
approximate search solutions, present the advantages and drawbacks of past and existing

Chips 2023, 2, 70–82. https://doi.org/10.3390/chips2020005 https://www.mdpi.com/journal/chips

https://doi.org/10.3390/chips2020005
https://doi.org/10.3390/chips2020005
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/chips
https://www.mdpi.com
https://orcid.org/0000-0002-5862-2246
https://orcid.org/0000-0001-5248-3997
https://orcid.org/0000-0002-8233-4711
https://orcid.org/0000-0002-6480-9218
https://doi.org/10.3390/chips2020005
https://www.mdpi.com/journal/chips
https://www.mdpi.com/article/10.3390/chips2020005?type=check_update&version=1


Chips 2023, 2 71

approximate CAM solutions, discuss their main limitations, and summarize our findings,
insights, and conclusions. This paper considers today’s data and comparison-intensive ap-
plications, state-of-the-art similarity search solutions, and their main design considerations.

This review is organized as follows. Section 2 presents the conventional CAM topolo-
gies. Section 3 discusses the different classes of approximate CAM, highlighting their past
and current prospects. Section 4 presents some applications of approximate search CAM.
Finally, Section 5 summarizes the main conclusions of this work.

2. Background

The following subsections overview the structure and common implementations
of conventional CAMs, introducing the challenges and trade-offs that limit their use in
approximate search applications. The CAM architecture described below is the basis for
any type of approximate CAM implementation. The CAM architecture is used “as is” when
implementing software-based approximate solutions. For hardware-based approaches,
additional circuitry is considered.

2.1. CAM Hardware Implementation

Figure 1 shows the top-level view of the CAM architecture. It is mainly built from
m × n CAM bit cells (BCs), search data registers (SDRs), and match line sense amplifiers
(MLSAs). The CAM cells are based on the structure of the standard six-transistor SRAM bit
cells (6T-SRAM), thereby enabling write and read operations through word lines (WLs) and
complementary bit lines, which are called search lines (SLs) in the case of CAM structures.
Similar to SRAM, both the write and read operations are carried out by asserting the WLs.
When a write operation is required, the data are driven onto the SLs through the search
data registers or drivers (SDRs). During read access, the data of the CAM cells are sampled
from the SLs following the completion of the read by means of SL sensing circuitry (not
shown in Figure 1).
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Figure 1. CAM top-level view.

The main difference between CAM and random-access memory is the compare opera-
tion. Compare operations are applied by driving the query pattern onto the SLs through
the SDRs. A match occurs when the stored data matches the query pattern; otherwise, a
mismatch is asserted. Match and mismatch cases depend on the voltage level of the MLs,
which are sensed by the MLSAs.
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Conventional CAM can be classified as having NOR- or NAND-based architectures.
The schematic cells for the NOR and NAND CAM memory structures are shown in
Figure 2a,b. For the sake of simplicity, the WL wires are not shown. The core of the
cells is the cross-coupled inverter that holds the volatile data within the internal nodes D
and D. The data nodes are connected to XNOR circuitry composed of M1–M4 (Figure 2a)
and M1–M3 (Figure 2b) transistors for the NOR and NAND cells, respectively. For the NOR-
type cell, the XNOR operation is carried out by conditionally pulling down the ML through
M1/M3 (or M2/M4). As for the NAND-type cell, the XNOR operation is implemented by
conditionally enabling the pass transistor (M1) through the M2/M3 transistors. Figure 2c,d
shows the connectivity schemes of CAM memory words based on the NOR ML and NAND
ML, along with their MLSA and pre-charge or evaluation circuitry.
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Figure 2. CAM cells based on (a) NOR and (b) NAND. For the sake of simplicity, word lines (WLs)
are not shown in (a,b). CAM memory words based on (c) NOR match line and (d) NAND match line
(adopted from [1]). The CAM words employ a match line sense amplifier (MLSA).
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2.2. CAM Operation Principle

NOR-based and NAND-based CAM carry out the compare operation in two phases:
(1) pre-charge and (2) evaluation. For the NOR-based CAM, the comparison operation
is performed through the pre-charge transistor (MPC), while for the NAND-based CAM,
the comparison depends on the MPC and ME transistors. To avoid unwanted operations,
the SLs have to be discharged down to ground prior to the compare operation. During
the pre-charge phase, the pre signal is asserted, and the ML is charged to VDD in both
configurations. For a NAND-based CAM, the gate of the ME is driven to ground dur-
ing precharge. During the evaluation phase, the NOR and NAND CAM behave in a
complementary manner.

In the context of an NOR CAM, a search is performed by applying an inverted pattern
to the search lines. If any of the stored bits do not match the inverted search bit, then
a discharge will occur on one of the match lines (either M1/M3 or M2/M4), indicating a
mismatch. The value of the inverse match line (MLi) at the end of the comparison cycle
will be zero in this case. If the stored bit in every cell is not equal to the inverted search bit,
the ML has no path to discharge through. Therefore, the ML voltage level remains high
at the end of the comparison cycle, indicating a match. In the case of the NAND CAM,
if the stored bit in every cell is equal to the search bit, then the ML is able to discharge
through the series of M1,i transistors (refer to Figure 2b), resulting in a drop to zero and a
match being signaled at the end of the comparison cycle. If there is even a single mismatch
among the NAND CAM cells, then the ML will stay high, indicating that a match has not
been found.

2.3. CAM Limitations for Approximate Search

The exact match CAM circuits, which were described above, feature several design
challenges that have limited their use for approximate search CAM. These limitations,
including accuracy, complexity, and cost, are elaborated upon hereafter:

• Accuracy: Conventional CAM memory is built to carry out exact match (rather than
approximate match), and thus approximate search is not expressly supported.

• Complexity: Implementing approximate match capabilities in conventional CAM
memory can be challenging, and it may increase the overall design complexity.

• Cost: To add approximate matching capabilities to conventional CAM memory, modifica-
tions to the hardware or software may be necessary. This may incur an additional cost.

Overall, while it is possible to carry out approximate search with conventional CAM
memory without modifying the memory array structure, dedicated approximate match
CAM may be more effective and efficient for this purpose. This is discussed further in the
following section.

3. Approximate Content-Addressable Memory

In recent years, there have been numerous proposals for ternary and binary CAM
cell designs that utilize NOR and NAND cells. These designs range from CMOS-based
approaches to novel memory-based solutions, and most of them are mainly built to support
exact match [10–32]. Due to the presence of possible bit errors or “do not care” bits in the
data pattern, there are several applications which greatly benefit from approximate search
rather than exact search. These applications will be introduced in Section 4.

In approximate search, a certain number of mismatching characters between a query
pattern and the data stored in CAM is allowed. If the difference between the stored pattern
and the query pattern is below a predetermined threshold, then the comparison should be
deemed a “match”. In simpler cases, the difference is limited to replacements, meaning
that a certain data element is replaced by another. However, in text and sequenced DNA
data processing, there are two possible additional variations: insertions and deletions. The
former is the insertion of a data element into a sequence of data elements, while the latter
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is the deletion of a data element from a sequence. Collectively, these changes to a data
sequence (replacements, insertions, and deletions) are known as edits.

While most solutions for approximate search have been focused on software solutions, there
have been a considerable number of studies that have proposed hardware-level alternatives.

3.1. Classes of Approximate CAM

In this subsection, we elaborate on the past and current prospects of approximate
CAM reported in the state of the art. We discuss various hardware- and software-level
solutions proposed for approximate search in CAM. Additionally, we will highlight the
limitations and challenges of these solutions and their potential for future improvements.
Approximate search CAM classes are represented in Figure 3 and are discussed below.

Figure 3. Classes of approximate CAM.

3.1.1. Error-Tolerant CAM

CAM designs that provide soft error tolerance using error-correcting codes were
proposed in [33–35]. The error-tolerant CAM of Pagiamtzis et al. [33] is based on an error-
correcting match circuit that utilizes parity bits for each CAM word and modifies the match
line-sensing circuitry to tolerate up to one mismatching bit. Krishnan et al. [34] proposeed
error-correcting codes for ternary CAM (TCAM) by replacing the match line sense amplifier
with an analog comparator. Efthymiou [35] exploited NAND-type CAM along with parity
bits and a dedicated ML scheme to tolerate soft errors. These designs mainly target single
event upsets, use memory redundancy, and typically tolerate a limited Hamming distance
of 1–4 bits. This is at the expense of an increased area footprint.

3.1.2. Minimum Hamming Distance Search CAM

Minimum Hamming distance search CAM is a CAM design that is capable of searching
for patterns with a Hamming distance below a predetermined threshold. Mattausch et al. [36]
proposed a CAM-based architecture for minimum Hamming distance search. This CAM
design considers both digital and analog circuitry for bit and word comparison, followed
by winner-take-all (WTA) circuitry. There have also been several proposals for Hamming
distance approximation using emerging memory (memristor crossbar) designs. For example,
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Zhu et al. [37] and Taha et al. [8] presented a hybrid CMOS/memristor-based CAM design
for Hamming network circuits. These architectures mainly exploit a crossbar array and
WTA circuitry, allowing the network to identify the pattern or patterns within the dataset
that are similar to the query pattern. Other examples of minimum Hamming distance search
CAM include NCAM [38] and PPAC [39]. NCAM utilizes near-memory logic to determine
the sum of the squares of the differences between data words, while PPAC calculates the
Hamming similarity through a population count, which involves tallying the number of
ones in the XNOR outputs of the bit cells of the CAM word.

3.1.3. Tunable Sample Time CAM

A tunable sample time CAM utilizes the timing of the score signal delay or the speed
of the match line discharge as a measure of the Hamming distance. In [40], whenever a bit
mismatch occurred between the bits of the search and query patterns, a delay was added.
Therefore, the Hamming distance between the two patterns can be determined by the
overall delay of the score signal. Rahimi et al. [41] proposed memristive-based approximate
CAM for energy-efficient GPUs. The architecture was experimentally evaluated for image
processing kernels, showing a Hamming distance tolerance of up to two bits. Although
this was shown to be a cost-effective solution, enabling approximate CAM is accomplished
through meticulous timing of the match line discharge. Imani et al. [42] exploited the delay
lines at the clock inputs of four sense amplifiers on each match line, allowing a Hamming
distance tolerance of up to four bits. These tunable sampling time methods demand precise
device and circuit sizing, require almost perfect skew balancing between all ML timing
circuits, are sensitive to jitter, and are prone to producing false negatives and false positives.
Therefore, the overall accuracy of the approximate search technique is limited.

3.1.4. Locality-Sensitive Hashing

This class of approximate search CAM utilizes near-neighbor algorithms, such as local-
sensitivity hashing (LSH) of query patterns and stored data. Ni et al. [43] demonstrated that
ferroelectric-based TCAMs can be used to compute the Hamming distance between query
and data patterns within the memory itself. Similarly, Riazi et al. [44] and Sheybani et al. [45]
exploited LSH-based CAM to enable approximate search in hardware security applications.
These designs provide a large Hamming distance tolerance as well as tolerance to edit
distances. However, before the storage and search operations, these schemes require local
data hashing, and a large Hamming distance does not always result in low similarity for the
hashed data sketches [46]. Therefore, LSH limits the precision in approximate search CAM.

3.1.5. Tunable Match Line Discharge Rate CAM

Another class of approximate search CAM utilizes the ML discharge rate. Garzón
et al. [47] exploited the conventional NOR-type CAM cell to construct a Hamming distance-
tolerant CAM (HD-CAM), which can achieve either exact or approximate matching. The
Hamming distance threshold is determined by the combination of the voltage that controls
the speed of the ML discharge and the sense amplifier reference voltage. Although HD-
CAM is able to tolerate large Hamming distances, it does not have a built-in capability to
tolerate the edit distance. To deal with this, Hanhan et al. [48] proposed a novel edit distance-
tolerant CAM (EDAM) for approximate search applications. Thanks to its dedicated
hardware, EDAM is highly efficient in applications such as text processing and genome
analysis. These beneficial features come at the cost of an increased area footprint due to the
additional circuitry included within their bit cells.

3.2. Approximate CAM Limitations

Several approximate CAM designs have been proposed in recent decades, as intro-
duced above. Despite their promising capabilities to accelerate comparison-intensive
applications, there is still the need for more affordable, cost-effective, and energy-efficient
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similarity search-capable solutions. Some limitations (in terms of degree of similarity, speed,
complexity, and cost) to using approximate CAM are as follows:

• Degree of Similarity: Unlike exact match CAMs, approximate match CAMs aim
to retrieve data that are similar but not necessarily identical to the query pattern.
Therefore, the focus is on the relevance of the results rather than their exactness.
However, this can be a limitation in situations where the required degree of similarity
is critical, such as in certain text or image recognition applications. In such cases, it is
important to carefully choose the similarity metric and threshold to ensure that the
results are relevant enough for the target application.

• Speed: While approximate match CAM is generally slower than exact match CAM,
the degree of difference in speed can vary depending on several factors. For example,
determining the closest match in approximate match CAM requires comparing the
query pattern to multiple pieces of data, which can add to the search time. Additionally,
some approximate CAM designs, such as those based on a tunable sample time or
tunable ML discharge rate, may introduce an additional search delay that affects the
overall speed. This is because additional circuitry may be introduced in the match line
discharge path [47,48].

• Complexity and Cost: Implementation of approximate match CAM can be more
complex than exact match CAM, as it requires the use of algorithms or additional
circuitry to determine the similarity between the query and search pattern. In fact,
to enable approximate match, CAM cells often need to be tailored to a specific ap-
plication. For example, Garzón et al. [47] and Hanhan et al. [48] used an additional
transistor to control the match line discharge path. Therefore, the overall bit cell area
footprint increases.

3.3. Power Consumption

CAM and approximate CAM have been shown to have higher power densities than
traditional memory arrays, which can limit their usage for certain applications that require
low power consumption or have power constraints. For example, in mobile or Internet of
Things (IoT) devices that are powered by batteries, power consumption is a critical concern.
In fact, CAM is characterized by frequent and simultaneous power-hungry accessing of
all memory cells in the array. The power consumption of CAM can be affected by various
factors, such as the number of cells, the typology (NOR-type or NAND-type), the search
algorithm, the data pattern, and the adopted sensing circuitry. Moreover, the increase in
the number of cells (used for larger CAM) can result in significant power dissipation. This
issue may limit the use of CAM in power-limited or battery-operated systems.

In terms of its footprint, CAM can be more area-hungry than other memory arrays
because it usually requires more transistors per cell than traditional memory types. This
makes it a less attractive option for applications where the memory density is constrained,
such as in portable devices.

Speed is another important consideration when it comes to CAM. In general, the larger
the CAM memory word, the higher the power consumption can be per operation.

Scalability is also an important consideration when it comes to CAM. As the number
of cells in a CAM increases, the overall power consumption can increase. This can limit
the scalability of CAM for applications that require large databases or energy-efficient
search operations.

Overall, advancements in hardware (e.g., energy-efficient match line schemes) and the
use of emerging non-volatile memory technologies can make CAM more feasible for
power-constrained applications by also improving the scalability of CAM [49].

4. Approximate Search Applications

During the last decade, due to the increasing interest in emerging memory tech-
nologies, emerging applications, and the need to accelerate comparison-intensive tasks,
approximate search CAM has shown its potential for applications that benefit from approx-
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imate match rather than exact match. Some approximate CAM applications are shown in
Figure 4, including machine learning, deep learning, data analytics, and computational
biology [6–10,50]. From the computational biology realm, genomics has been a subject of
great interest, mainly due to the exponential growth of the ever-increasing sequenced data
volume [51]. Genome analysis has experienced astonishing growth over the last decade [52],
and it is the basis for different kinds of applications, such as monitoring environmental
ecosystems and genomics surveillance (e.g., as a tool to fight the COVID-19 pandemic), sus-
tainable agriculture, environment monitoring of Earth, and personalized healthcare [53–56].

Deep Learning

Data Analytics

Machine 
Learning

Computational 
Biology

Approximate CAM 

Applications

Figure 4. Approximate CAM applications: machine learning, deep learning, data analytics, and
computational biology.

4.1. Future Prospects and Challenges for Approximate CAM

Despite the growing interest in approximate CAM, it still faces several challenges that
need to be addressed in order to fully implement its potential. One challenge, if needed
by the target application, is improving the degree of similarity between the query pattern
and the stored data, as this can greatly affect the accuracy of the search results. Another
challenge is reducing power consumption, as approximate CAM tends to have a higher
power density compared with traditional memory arrays.

Furthermore, approximate CAM needs to be designed and optimized based on the
specific requirements and characteristics of the application. For example, in bioinformatics,
approximate CAM needs to consider the variability of DNA sequences and account for
various types of mutations. Hanhan et al. proposed EDAM, a CMOS edit distance-tolerant
content-addressable memory for approximate search [48]. (This is presented as a case study
in the next subsection.) The EDAM design presents challenges in scaling to support large
genome databases due to its large size (42 transistors) and the required cross-connectivity
among neighboring memory columns, which may adversely affect the density and timing.

In summary, while approximate CAM holds promise in enabling error-tolerant search
operation in various applications, it still faces challenges related to degree of similarity,
power consumption, and design optimization. Future research in this area should focus on
addressing these challenges and exploring new energy-efficient approaches for approximate
search using CAM.

4.2. Case Study: Genomics and DNA Pattern Detection Using Approximate CAM

Recent advancements in DNA sequencing technology, in conjunction with PCR molec-
ular techniques, have been exploited to detect and characterize the viral DNA strands
associated with the current COVID-19 outbreak [57,58]. The procedure entails the process
of sequencing a genome, specifically the DNA, which is subsequently utilized in detection
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methodologies, such as the polymerase chain reaction (PCR). The DNA of organisms is
composed of four nucleotides: adenine (A), guanine (G), cytosine (C), and thymine (T),
which are commonly referred to as DNA bases. DNA sequencing is a process of deter-
mining the bases of a DNA chain. Current high-throughput DNA sequencing devices
possess the capability to simultaneously sequence multiple DNA samples in parallel [59].
The DNA sequencing process and genomic analysis are executed through a series of steps,
including [60] (1) preparation of the DNA samples, (2) DNA sequencing, which results in
the production of multiple DNA fragments also known as DNA reads, and (3) classification
of DNA reads, alignment of DNA reads, genome assembly, and analysis of genetic variants,
among others. State-of-the-art tools, such as Kraken and Kraken2 [61,62], are used to
classify unknown DNA. However, Kraken operation is based on exact matching of the
k-mers in the sequenced DNA patterns (reads) against a DNA database it creates. Thus,
to operate with sufficient sensitivity, it requires relatively high coverage (high percentage of
the target DNA in a sample), which is not always available in specific reads. For example,
DNA reads of viruses tend to include the host’s DNA, which significantly impedes the
ability to identify the virus’s DNA in the sample.

A fast and highly sensitive approximate matching-based DNA classification scheme,
known as EDAM, was proposed in [48], and its high-level architecture is shown in Figure 5.
The EDAM memory scheme was built with commercial process and based on 6T-SRAM
bit cells with additional comparison logic that enables the edit distance tolerance and
approximate search capabilities. A comprehensive design space evaluation showed that
EDAM is capable of tolerating a range of edit distances, and it was shown to classify more
reads than Kraken2 during several experiments on raw reads while also retaining high
precision. The EDAM architecture allows for efficient genomic surveillance through its
ability to rapidly identify and categorize viral and other pathogen DNA.
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platform. (b) The offline construction of the reference DNA database along with the online virus
detection operation.

5. Conclusions

This paper presented an overview of approximate content-addressable memory, start-
ing with the background of conventional CAM and then introducing the current approx-
imate CAM classes. Several state-of-the-art alternatives that enable approximate search
were also introduced, followed by an overview of the limitations of such approximate
CAM methods. We further introduced approximate search as an alternative to accelerate
the processing of large data workloads in the realm of big data analytics, computational
biology, machine learning, and deep learning applications. Finally, approximate search
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CAM was presented through a case study in the genomics application domain, showing its
potential for hardware acceleration of genomic surveillance.
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Abbreviations
The following abbreviations are used in this manuscript:

CAM Content-addressable memory
SRAM Static random-access memory
DRAM Dynamic random-access memory
BC Bit cell
SDR Serach data register
ML Match line
MLSA Match line sense amplifier
WL Word line
SL Search line
D Data
MPC Pre-charge transistor
TCAM Ternary content-addressable memory
WTA Winner-take-all
LSH Local sensitivity hashing
HD-CAM Hamming distance-tolerant CAM
EDAM Edit distance-tolerant CAM
PCR Polymerase chain reaction
A Adenine
G Guanine
C Cytosine
T Thymine
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