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Abstract: Sentiment analysis is one of the most important fields of natural language processing due
to its wide range of applications and the benefits associated with using it. It is defined as identifying
the sentiment polarity of natural language text. Researchers have recently focused their attention on
Arabic SA due to the massive amounts of user-generated content on social media and e-commerce
websites in the Arabic world. Most of the research in this fieldwork is on the sentence and document
levels. This study tackles the aspect-level sentiment analysis for the Arabic language, which is a less
studied version of SA. Because Arabic NLP is challenging and there are few available Arabic resources
and many Arabic dialects, limited studies have attempted to detect aspect-based sentiment analyses
on Arabic texts. Specifically, this study considers two ABSA tasks: aspect term polarity and aspect
category polarity, using the text normalization of the Arabic dialect after making the classification
task. We present a Seq2Seq model for dialect normalization that can serve as a pre-processing step
for the ABSA classification task by reducing the number of OOV words. Thus, the model’s accuracy
increased. The results of the conducted experiments show that our models outperformed the existing
models in the literature on both tasks and datasets.

Keywords: sentiment analysis; aspect-based sentiment analysis; normalization; Seq2seq; aspect term
polarity; aspect category polarity

1. Introduction

In recent years, the world has seen significant developments in the web sector and
there has been growing interest in social media. Moreover, users produce and generate
a considerable amount of data each day. This user-generated content includes essential
information about opinions on multiple topics. Therefore, there is a growing need to
understand human opinions and feelings to make the process of decision-making on
products, places, and services, easy [1]. Sentiment analysis (SA), also known as opinion
mining, is a subfield of natural language processing (NLP) that identifies the sentiment of a
given text automatically as it is positive, negative, or neutral [2,3].

One of the SA classification levels is aspect-based. Aspect-based sentiment analysis
(ABSA) is a more fine-grained and complex task than SA; it is concerned with determining
the aspect terms presented in a document, as well as the sentiment expressed against each
term [4].

For instance, Figure 1 illustrates an example restaurant review with two different
target aspects and their related sentiment expressions. As shown, the first target aspect,
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LOCATION, expressed by the aspect expression “view of the river” has a positive polarity.
In contrast, the second target aspect, “FOOD” represented by the aspect expression “sushi
rolls”, has a negative polarity.

Figure 1. An aspect-based sentiment analysis example. The aspect expressions “view of river” and
“sushi rolls” correspond to the sentiment expressions “nice” and “bad”.

As mentioned in [5], there are four major tasks of ABSA that can be identified: aspect
term extraction (T1), aspect term polarity (T2), aspect category identification (T3), and
aspect category polarity (T4). In this work, we concentrate on tasks (T2) and (T4). The
difference between aspect term and aspect category is that aspect terms are more precise
and should appear in the review sentence, while the aspect category does not appear in the
review sentence. Aspect categories are not identified using lateral terms in a sentence but
rather inferred by the use of words, adjectives, or the context of the sentence’s meaning [6].

Recently, the field of Arabic NLP has become more interesting and challenging [7].
Arabic is the official language of twenty-two (22) countries across Asia and Africa and is
spoken by 300 million people. It is one of six official languages of the United Nations [8].
Two Arabic types can be considered: modern standard Arabic (MSA) and dialect (vernacu-
lar). MSA originated from classical Arabic and is utilized throughout the Arab world in
education, media, literature, official documents, and books. Before the mid-1990s, the only
documented versions of Arabic were classical Arabic and MSA. After that, the documenta-
tion of different Arabic dialects was pushed due to the widespread use of internet services
and mobile applications. In addition, a new version of Arabic known as Arabizi has been
designed in which Arabic characters have been replaced with the Roman alphabet [6]. Ara-
bic dialects are used in the daily informal communications between people who live in the
same country. Linguists have classified Arabic vernaculars into seven main regional groups,
which are Egyptian, Maghrebi, Mesopotamian, Sudanese, Arabian Peninsula, Andalusian,
and Levantine [6].

The ambiguity and complexity of Arabic morphology and orthography are the main
challenges and problems known by the Arabic SA. The Arabic language has a set of
morphemes, such as affixes, prefixes, and suffixes, which express linguistic features, such
as a person, instance, and gender. Furthermore, Arabic has a set of 16 morphemes, which
adds to the ambiguity caused by diverse meanings of the same word, making Arabic

text processing more difficult. As illustrated in Figure 2, the term (
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polarity. In contrast, the second target aspect, "FOOD," represented by the aspect expression
"sushi rolls," has a negative polarity.

Figure 1. An aspect-based sentiment analysis example. The aspect expressions "view of river" and
"sushi rolls" correspond to the sentiment expressions "nice" and "bad."

As mentioned in [5], there are four major tasks of ABSA that can be identified: Aspect
Term Extraction (T1), Aspect Term Polarity (T2), Aspect Category Identification (T3), and
Aspect Category Polarity (T4). In this work, we concentrate on tasks (T2) and (T4). The
difference between aspect term and aspect category is that the aspect terms are more precise
and should appear in the review sentence, while the aspect category does not appear in
review sentence. Aspect categories are not identified using lateral terms in a sentence, but
rather inferred by the use of words, adjectives, or the context of the sentence’s meaning [6].

Recently, the field of Arabic NLP has become more interesting and challenging [7].
The Arabic language is the original language for twenty-two (22) countries across Asia
and Africa, spoken by 300 million people. It is an official language from the six of the
United Nations [8]. Two types of Arabic can be considered: Modern Standard Arabic
(MSA) and dialects (vernaculars). MSA originated from Classical Arabic and is utilized
throughout the Arab world in education, media, literature, official documents, and old and
new books. Before the mid-1990s, the only documented versions of Arabic were classical
Arabic and MSA. After that, the documentation of different Arabic dialects was pushed
due to the widespread use of internet services and mobile applications. In addition, a
new version of Arabic known as Arabizi has been designed in which Arabic characters
have been replaced with the Roman alphabet [9]. The Arabic dialects are used in the daily
informal communications between people who live in the same country. Linguists have
classified the Arabic vernaculars into seven main regional groups, which are Egyptian,
Maghrebi, Mesopotamian, Sudanese, Arabian Peninsula, Andalusian, and Levantine [9].

From the main challenges and problems knowns by Arabic SA is the ambiguity and
complexity of Arabic morphology and orthography. The Arabic language has a set of
morphemes like affixes, prefixes, and suffixes, which express linguistic features such as a
person, instance, and gender. Furthermore, Arabic has a set of 16 morphemes, which adds
to the amount of ambiguity caused by diverse meanings of the same word, making Arabic
text processing more difficult. As illustrated in Figure 2, the term of ( Aî 	EðQ�
� 	̄ ) has many
morphemes that express an English sentence, “and they will see it” [8,10].

) has many
morphemes that express an English sentence, “and they will see it” [8,9].

Orthographically, the lack of diacritical markings in the text creates lexical ambiguity,
which is a challenging problem for computer systems [8]. For instance, the undiacritized
word (

Version July 22, 2022 submitted to Journal Not Specified 3 of 14

Figure 2. Example of the ambiguity of Arabic words morphology.

Orthographically, the lack of diacritical markings in the text creates lexical ambiguity,
which is a challenging problem for computer systems [8]. For instance, the undiacritized
word (�PX) may have several meanings like “lesson,” “study,” and “taught.” Moreover,
the massive number of Arabic dialects and the unavailability of dialectical Arabic (DA)
language resources are well-known problems that lead to the lack of training dataset,
making the research in this field more complicated. Consequently, these dialectical words
are considered out of vocabulary words (OOV) in many pre-trained language models.
Here comes the role of the normalization phase that removes the out of vocabulary words
(OOV) or the dialectical word and replaces them with a suitable form of Modern Standard
Arabic (MSA) in order to improve the performance of the aspect-based level.

In this study, we adopt a sequence-to-sequence model for text normalization that aims
to transform dialect into MSA. In addition to that, we adopted two aspect-based sentiment
analysis models that rely on the pre-trained Bidirectional Encoder Representation from
Transformers (BERT) language model for Arabic to perform aspect-based classification for
both tasks aspect category polarity and aspect sentiment classification.

The key contributions of our work are:

• We propose a new solution that improves the results of ABSA by converting the
dialectical text into MSA using text normalization.

• We use a pre-trained based model (BERT) with sentence pair input to solve the Arabic
ABSA classification task, including MSA and dialect, instead of traditional Machine
learning (ML) algorithms.

• We adopt a sequence-to-sequence model for normalizing out-of-vocabulary (OOV)
words from our dataset.

• We pre-process and build a training dataset for the normalization model using two
well-known public datasets.

The rest of the research is given as follows. Section 2 addresses the recent related work
on ABSA. In Section 3, we explained the methodology used in our research. Then, we
presented the the experimental setup in section 4. Section 5 discusses the results of our
experiments. Finally, Section 6 presents the study’s conclusion and future work.

2. Related Work

For Arabic dialects, there are some existing studies that were proposed do address
different problems. For example, Hamada and Marzouk [11] developed a project called
ALMoFseH; the goal of this project is to build a hybrid system that translates most of the
dialects in social media into MSA, This system consists of 3 components: disambiguation
of the morphological analysis output using Naive Bayesian learning, a rule-based transfer
system, and a dictionary look up system, which gave high accuracy results.
Al-Ibrahim and Duwairi [12] presented a framework for translating the Jordanian dialect
into Modern Standard Arabic (MSA) using the RNN decoder model, and it gave excellent

) may have several meanings, “lesson”, “study”, and “taught”. Moreover,
the massive number of Arabic dialects and the unavailability of dialectical Arabic (DA)
language resources are well-known problems that lead to the lack of training datasets,
making research in this field more complicated. Consequently, these dialectical words are
considered out-of-vocabulary (OOV) words in many pre-trained language models.
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Figure 2. Example of the ambiguity of Arabic morphology.

The role of the normalization phase removes the out-of-vocabulary (OOV) words or
the dialectical words and replaces them with suitable forms of modern standard Arabic
(MSA) to improve the performance of the aspect-based level.

In this study, we adopted a sequence-to-sequence model for text normalization that
aims to transform dialect into MSA. Moreover, we adopted two aspect-based sentiment
analysis models that rely on the pre-trained bidirectional encoder representations from
transformers (BERT) language model for Arabic to perform aspect-based classifications for
both the task aspect category polarity and aspect sentiment classification.

The key contributions of our work are:

• We propose a new solution that improves the results of ABSA by converting the
dialectical text into MSA using text normalization.

• We used a pre-trained based model (BERT) with sentence pair input to solve the Arabic
ABSA classification task, including MSA and dialect, instead of traditional machine
learning (ML) algorithms.

• We adopted a sequence-to-sequence model for normalizing out-of-vocabulary (OOV)
words from our dataset.

• We pre-processed and built a training dataset for the normalization model using two
well-known public datasets.

The rest of the research is given as follows. Section 2 addresses the recent related work
on ABSA. In Section 3, we explain the methodology used in our research. Then, we present
the experimental setup in Section 4. Section 5 discusses the results of our experiments.
Finally, Section 6 presents the study’s conclusions and future work.

2. Related Work

For Arabic dialects, some existing studies addressed different problems. For example,
Hamada and Marzouk [10] developed a project called ALMoFseH. The goal of this project
was to build a hybrid system that translates most of the dialects on social media into MSA,
This system consists of three components: disambiguation of the morphological analysis
output using naive Bayesian learning, a rule-based transfer system, and a dictionary look-
up system, which offers highly accurate results.

Al-Ibrahim and Duwairi [11] presented a framework for translating the Jordanian
dialect into modern standard Arabic (MSA) using the RNN decoder model, and it provided
excellent results on a manually generated data set. The word is much better than the results
at the sentence level.

Torjmen and Haddar [12] created a translator to translate the Tunisian dialect into
MSA. The method consists of developing a set of dictionaries and the construction of
inflectional, morphological, and grammatical grammar using finite-state transducers. This
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method was implemented and tested using the new technologies provided by the NooJ
linguistic platform. The experiments were conducted on two different test sets containing
more than 15,000 words, and they presented promising results.

In [13], the authors studied the problem of Arabic text information extraction from
social media. They proposed an integrated approach to preprocess Arabic social media
data that contained both standard Arabic and dialects. In [14], the authors collected user-
generated text for the Moroccan dialect to Moroccan language resource using character
neural embedding. They applied normalization and preprocessing techniques to clean
the collected data and used deep learning models to analyze the collected data. The
authors in [15] studied the impacts of preprocessing on offensive classification for Arabic.
They employed several preprocessing and normalization methods for standard Arabic
and different dialects. They analyzed the collected data with different classifiers and
they concluded that the impacts of preprocessing benefited traditional machine learning
methods, but the BERT-based classifiers had no benefit from the preprocessing. In [16], the
authors presented a systematic review of the sentiment analysis of existing dialect Arabic
studies. They used 60 published papers between 2010 and 2020. They concluded that the
support vector machine and the naive Bayes classifier are the most applied techniques to
classify Arabic dialects. They also concluded that NLP applications for Arabic dialects need
more investigations.

For ABSA, the existing research methodologies can be classified into traditional ma-
chine learning techniques and deep learning techniques. ABSA’s early efforts were primar-
ily based on deep learning techniques. In this section, we will mention some of the most
recent works tackling English and Arabic ABSA, as follows.

2.1. English Aspect-Based Sentiment Analysis

Xue et al. [17] conducted extensive experiments on SemEval datasets provided by [18],
showing improved performances of their efficient gated Tanh–ReLU units (GTRU) with the
gating mechanisms model compared to other neural models. The proposed model controls
the sentiment flow according to the aspect information for aspect category sentiment
analysis (ACSA) and aspect-term sentiment analysis (ATSA) tasks. In addition, The aspect
and sentiment information are modeled separately by two conventional layers.

Liu et al. [19] introduced a gated alternate neural network (GANN) model, a new type
of neural network architecture. Moreover, a gate truncation RNN (GTR) module was used
to learn useful aspect-dependent sentiment clue representations. Convolution and pooling
algorithms produce more exact representations by using a gating mechanism to control
information and extract key local sentiment clue features and obtain the position invariance
of features. They experimented with their models using four Chinese and three English
datasets and achieved the best results.

Li et al. [20] conducted experiments on two benchmark datasets originating from
SemEval [18] and re-prepared in [21] to assess the efficiency of the BERT embedding compo-
nent on the end-to-end aspect-based sentiment analysis (E2EABSA) task. The experimental
results illustrate that their BERT-based model outperforms state-of-the-art works.

Xu et al. [22] improved the accuracy of two tasks, aspect term sentiment analysis
(ATSA) and aspect category sentiment analysis (ACSA), by proposing a recurrent neural
network model with target embedding (RTE) using the target enhance technique. Experi-
ments were conducted on the SemEval workshop and a Twitter dataset. The proposed RTE
model achieved the best results compared to state-of-the-art models.

Trueman et al. [23] evaluated their model based on convolutional stacked bidirectional
long short-term memory with a multiplicative attention mechanism using SemEval-2015
and SemEval-2016 datasets on aspect category and sentiment polarity detection tasks.

2.2. Arabic Aspect-Based Sentiment Analysis

The number of studies available in the Arabic ABSA is still restricted due to the
language complexity.
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Abdelgwad et al. [24] experimented with the modeling capabilities of contextual
embeddings from the pre-trained BERT model on the Arabic aspect sentiment polarity
classification task with the use of sentence pair inputs. Three different Arabic datasets have
been used, including HAAD [5], the Arabic news dataset [25], and Arabic hotel reviews
datasets [18]. Their model had the best accuracy of 89.51% on the Arabic hotel reviews
dataset.

Abdelgwad et al. [4] addressed aspect opinion target extraction (T2) and aspect polarity
detection (T3) tasks by using two recurrent gated unit (GRU)-based models. They used the
benchmark Arabic hotel reviews dataset [18]. The proposed methods achieved the best
results on both tasks, with an F1 score of 70.67% for Task 2 and an accuracy of 83.98% for
Task 3.

Ashi et al. [26] compared two word-embedding models—fastText Arabic Wikipedia
and AraVec-Web—for the two-task aspect detection followed by sentiment polarity classifi-
cation of the detected aspects. They used a corpus of 5K airline service-related tweets in
Arabic. A support vector machine (SVM) classifier was used for both classification tasks.
They found that the fastText Arabic Wikipedia word embeddings model performed best
with an accuracy of 70% for aspect detection and 89% for sentiment polarity classification
of the detected aspects.

Al-Dabei et al. [27] presented two deep learning models to cover both ABSA tasks—
aspect category identification and aspect sentiment classification. The first one is based on
the CNN and the stacked independent LSTM model. The second model comprises multiple
layers of stacked bidirectional independent LSTMs, a position-weighting mechanism, and
multiple attention mechanisms. They used the Arabic SemEval-2016 dataset for the hotel
domains. The two models achieved the best results, with an F1 score of 58.08% for the first
model and an accuracy of 87.31% for the second model.

Mohammad et al. [28] developed a deep learning model (Pooled-GRU) based on
gated recurrent unit(s) (GRU) and features extracted to handle two ABSA tasks—aspect
extraction and aspect polarity classification—by using multilingual universal sentence
encoder (MUSE). They employed the Arabic hotel reviews dataset and obtained the best
results in both tasks, achieving an F1 score of 93.0% in the first task and 90.86% in the
second. Al-Smadi et al. [29] implemented two LSTM-based neural network models. the
first was a character-level bidirectional LSTM with a conditional random field classifier (Bi-
LSTM-CRF) for aspect opinion target expression (OTA) extraction and the second was an
aspect-based LSTM for aspect sentiment polarity classification. The experiments conducted
on Arabic hotel reviews enhanced both tasks by 39% for aspect-OTE extraction and 6% for
aspect sentiment polarity classification.

Al-Smadi et al. [30] implemented and trained two approaches of RNN and SVM along
with the lexical, syntactic, word, morphological, and semantic features, and evaluated using
the Arabic hotel reviews dataset. The results showed that the SVM approach was better
than RNN in the three ABSA tasks, whereas the deep RNN execution time for training and
testing was faster.

Table 1 summarizes several recent related works in English and Arabic aspect-based
sentiment analyses.
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Table 1. Summary of the related works.

Paper Task Model Dataset

Aspect-based sentiment analysis in English
Xue et al. [17] ACSA and ATSA CNN and gating mechanism SemEval2014 datasets

Liu et al. [19] ABSA Gated Alternate NN (GANN) SemEval2014, four Chinese
and Tweeter dataset

Li et al. [20] Aspect term (E2E-ABSA) BERT Two review datasets from
SemEval

Xu et al. [22] ATSA and ACSA RNN and Target embedding SemEval and a twitter dataset

Trueman et al. [23] ACSA and SPD
convolutional stacked
bi-LSTM and attention

mechanism

SemEval-2015 and
SemEval-2016

Aspect-based sentiment analysis in Arabic

Abdelgwad et al. [24] ASPC Pre-trained model BERT HAAD, Arabic News and
Arabic Hotel Reviews datasets

Abdelgwad et al. [4] ASPC and AOTE GRU and CNN Arabic hotel reviews dataset
Ashi et al. [26] AE and ASPC Word embedding Arabic airline-related tweets

Al-Dabet et al. [27] OTE extraction and ASPC CNN and LSTM Arabic SemEval-2016 dataset
Mohammad et al. [28] AE and ASPC (GRU) Arabic hotel reviews

Al-Smadi et al. [29] Aspect OTE and ASPC LSTM Arabic Hotels’ reviews

Al-Smadi et al. [30] ACSA, aspect OTE extraction
and ASPC RNN and SVM Arabic Hotels’ reviews

3. Proposed Model
3.1. Encoder–Decoder Architecture

The encoder–decoder model is divided into two components. First, an encoder that
takes an input X (in this example, a phrase) and generates an intermediate representation
Z (or code) that emphasizes its key features; and second, a decoder that processes that
collection of features and generates the needed output Y (in this case, a normalized phrase).
Z is a matrix with the dimensions Z ∈ M f ∗l , where f is the number of features to encode
for each input value [31]. This model’s fundamental diagram is shown in Figure 3.

Figure 3. An encoder–decoder architecture.

The following section provides an overview of the overall methodology used in this
paper. Our research focuses on the aspect term polarity and aspect category polarity tasks.
These two tasks can be formulated as a pair sentence classification task. Figure 4 describes
the overall architecture of our model.
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Figure 4. The architecture of the proposed model.

Our normalization model is based on a sequence-to-sequence learning framework
introduced by [32]. The model consists of two components—a normalization part in which
the dialect text is converted into MSA. The model reads the informal text sequences (dialect
text) and transforms them into a continuous-space representation passed on to the decoder
to generate the target normalized sequence (MSA). The input and output of this process
should have the same length. The input token sequences x = [x1, . . . , xT ] of length T
represent the dialect text and the generated output sequence (MSA) y = [y1, . . . , yL] with
length L. The input sequence x is read and transformed by the encoder module into a
context-specific hidden state sequence h = [h1, . . . , hT ]. The concatenation of the two
encoder modules (forward and backward) at time t yields the final hidden state:

ht = [g f (xt, ht − 1); gb(xt, ht + 1)] (1)

where g f and gb denote the forward and backward encoder units, respectively. Based on the
previous word yj1 and the decoder state sj1, a hidden state sequence sj = gs(sj1, yj1, cj) is
produced by the decoder. The context vector cj is calculated as a weighted sum of encoder
hidden states based on the attention mechanism [33]. Then, the Softmax classifier predicts
each target word. Figure 5 presents an example of the source (dialect) and target (MSA) pair
of sentences for which the seq2seq model helps in appropriately normalizing the content.

Figure 5. Seq2seq model for dialect normalization.

The second part is the aspect-based sentiment analysis that consists of two pre-trained
language models—BERT for aspect term polarity (T2) and the aspect category polarity (T4)
accept two sentences as inputs. The first one is the output of the normalization framework
(MSA) and the second one is the auxiliary sentence related to the first one.
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3.2. Explanation of the T2 Model

The T2 task model involves the aspect and the normalized review sentence mentioning
that aspects are the two input sentences. The input sequence is formulated as follows:
x = ([CLS]; a1, . . . , am; [SEP]; s1, . . . , sn; [SEP]), where a1, . . . , am denotes the auxiliary sen-
tence that contains the aspect with m tokens and s1, . . . , sn represents the review sentence
with n tokens that contains that aspect. The polarity distribution is predicted as follows:

L4 = so f tmax(W4.h[CLS] + b4) (2)

where h[CLS] is the aspect-aware representation of the whole input and W4, b4 ∈ R3 (3 is
the number of polarities). On [CLS], the function is applied along the label dimension:
L4 ∈ [0, 1]3. The introduction of the post-training step to boost the performance of aspect
sentiment classification is required due to the insufficient supervised training data, which
limits the performance gain across the tasks.

3.3. Explanation of the T4 Model

To handle the aspect category polarity task T4, a BERT model proposed by Sun et al. [34]
was adopted with some modifications to deal with our task. An auxiliary sentence was
constructed from the aspect to transform aspect category polarity, which aimed to determine
fine-grained sentiment polarity towards a given category associated with a term, into a
sentence-pair classification task, The pre-trained BERT model was fine-tuned and evaluated
on the HAAD task dataset for aspect category polarity. The final hidden state or (output
of the transformer) of the first token was used as input to obtain a fixed-dimensional
pooled representation of the input sequence. A classification layer whose parameter matrix
wasW ∈ Rk∗H was added, where K represents the number of categories and the vector
C ∈ RH . The softmax function was used to determine the probability of each category P :

P = so f tmax(CWT) (3)

For the T4 model, we used two methods to construct the auxiliary sentence:

• QA-M method: It refers to the question-answering task. The auxiliary sentence
generated from the category is a question.

As an example (Table 2), for “ ���
A« ú

	G

A¿ð �I�
�k A 	K @ , �éªK @P �éK
 @ðP”, the category here is

“Q«A ��ÖÏ @”, where the generated sentence is “? Q«A ��ÖÏ @ ú

	̄ ½K



@P AÓ”

• NLI-M method: For the natural language inference (NLI) task, the auxiliary sentence
contains only the category of the sentence. For the previous example (Table 3), the
auxiliary sentence formed is �Q«A ��ÖÏ

�
@.

For each sentence, the related category is polarized as positive, negative, or neutral,
with the other categories being labeled as none. Because the number of categories in the
HAAD dataset is 15, we suggested randomly selecting three non-labeled categories instead
of all categories to have a balanced dataset.

Example 1. S1 = ��m�'. ©K @P . �ËY	KB@ t�'
PA�K ú
¾m�'
 I. �J»



Knowledge 2022, 2 396

Table 2. An example of the HAAD dataset with the QA-M method for S1.

Sentence Auxiliary Sentence Sentiment

S1 ? H. ñÊ�B@ ú

	̄ ½K



@P AÓ Positive

S1 ? Q«A ��ÖÏ @ ú

	̄ ½K



@P AÓ None

S1 ? �éºJ. mÌ'@ ú

	̄ ½K



@P AÓ None

S1 ? ��AJ
�Ë@ ú

	̄ ½K



@P AÓ None

Table 3. An example of the HAAD dataset with the NLI-M method for S1.

Sentence Auxiliary Sentence Sentiment

S1 H. ñÊ�B@ Positive

S1 ��Ó@ñêË@ None

S1 ��AJ
�Ë@ None

S1 �éÖ �ßA 	mÌ'@ None

4. Experimental Setup

This section details the experimental setup used in our research. In our experiments,
we investigated the impact of using dialect normalization on the two task models, BERT.

4.1. Dataset Description

We conducted our experiments using four Arabic datasets. PADIC corpus [35] has
6400 sentences for each of the six Maghreb and Middle Eastern dialects (Annaba, Algiers,
Tunisian, Morocco, Syrian, and Palestinian), and MSA was used to align each dialect.
MADAR corpus [36] is a large parallel corpus that was constructed by translating selected
sentences in English and French from the basic traveling expression corpus (BTEC) into
the dialects of 25 Arabic cities, in addition to MSA. It contains two corpora: Corpus-26 and
Corpus-6. HAAD [5] is considered the first accessible dataset for Arabic ABSA. It contains
1513 Arabic book reviews and 2838 aspect terms. The Arabic hotel reviews dataset [18]
was submitted at SemEval-2016 to support ABSA’s multilingual task, which covers eight
languages and seven domains. The first two datasets are used for the training normalization
model, while the latter two are for T2 and T4. A summary of our distribution is presented
in the following Tables 4 and 5.

Table 4. Our selected samples from MADAR and PADIC datasets in which the input and output are
the same lengths.

Dataset Total Samples Selected Samples

PADIC 32,060 16,978
MADAR 100,000 18,994
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Table 5. Our sample distribution for HAAD and SemEval-2016 datasets with T2 and T4 models. Pos
refers to positive, Neg (negative), Neut (neutral), and conf (conflict).

Dataset Task Model Label Training Set Valid Set Test Set

HAAD T2 Pos 1054 37 285
Neg 972 52 263
Neut 118 5 24

T4 Pos 586 / 137
Neg 590 / 161
Neut 16 / 3
conf 18 / 2

SemEval-2016 T2 Pos 5747 72 1426
Neg 3119 22 784
Neut 654 6 162

4.2. Hyper-Parameter Setting

For the normalization framework, we used the Adam optimizer [37] and set the
learning rate to 0.1 with a dropout of 0.1 for all experiments. On the other hand, for the
BERT models, we used the Adam optimizer and set the learning rate to 3 × 10−5, with
a batch size of 32 and 8 for T2 and T4, respectively. T2 and T4 models were trained for
five and four epochs, respectively. The Hugging Face Transformers library, reference [38],
was used in all our experiments. Pre-trained language models “Arabic BERT” [39] and
“araBERT” [40] were adopted.

4.3. Performance Measures

To validate the strength of the proposed model, multiple models were implemented;
the results are compared. The accuracy measure was used to assess the efficacy of the
proposed framework, defined as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(4)

where TP (true positive) and TN (true negative) are the correctly predicted samples. False
positive (FP) and false negative (FN) are the incorrectly predicted samples by the model.
So, accuracy is defined as the number of correct samples of the total number of samples.
Better performance is represented by higher accuracy.

5. Results and Discussion

This section presents the experiments carried out as part of our research. Moreover, a
comparison between our model and previous works was made.

5.1. Experimental Series 1

In this experimental series, we conducted three different experiments to investigate
the effects of using dialect normalization on our task models (BERT). Table 6 summarizes
our three experiments:
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Table 6. Summary of the conducted experiments. Exp 1, Exp 2, and Exp 3 refer to the first, second,
and third experiments, respectively.

Experiment Normalization
Training Dataset

Normalization
Training Accuracy

Task Model Training
Dataset

Exp 1 Cairo dialect from
MADAR 91.1%

HAAD and SemEval
with only normalized

Egyptian samples

Exp 2 All PADIC and
MADAR 95%

HAAD and SemEval
with only normalized

Egyptian samples

Exp 3 All PADIC and
MADAR 95%

All normalized
samples from HAAD

and SemEval

To obtain Egyptian dialect sentences, we used CAMeL tools [41]. It is a collection
of free and open-source tools for processing natural Arabic language developed by the
CAMeL Lab. It has several tools for pre-processing, including dialect identification. There
are 161 Egyptian dialect sentences in the HAAD dataset and 395 Egyptian dialect sentences
in the SemEval dataset

We list the obtained results with and without normalization for the three experiments
in Tables 7 and 8 for T2 and T4, respectively.

Table 7. Performance results on T2 using HAAD and SemEval-2016 datasets for the three experiments.
Accuracy metric was used.

Dataset HAAD SemEval-2016

Without Norm 73.42% 83.76%
Exp 1 74.85% 83.81%
Exp 2 74.77% 84.65%
Exp 3 66.39% 79.76%

Table 8. Performance results on T4 using NLI-M and QA-M methods for the three experiments.
Accuracy metric was used.

Method NLI-M QA-M

Without Norm 75.90% 75.08%
Exp 1 76.89% 75.49%
Exp 2 76.50% 76.48%
Exp 3 75.42% 75.24%

Tables 7 and 8 show the model performances for all experiments. For aspect term
polarity, the best-obtained results were with Exp 1 and Exp 2 for HAAD and SemEval-2016
datasets, respectively. For aspect category polarity, the best-achieved results were with Exp
1 and Exp 2 for NLI-M and QA-M, respectively. We noticed that the results improved when
we applied normalization only to Egyptian samples. This confirms that Egyptian words are
considered out-of-vocabulary words in BERT’s vocabulary, and reducing them will give us
the best results. Meanwhile, in the third experiment, when we applied normalization to all
datasets, we noticed that the performance declined. We can justify this decrease because
our normalization model may give us OOV words when we use it on MSA, and then the
accuracy decreases.

The results showed good performances of both the aspect term polarity and aspect
category polarity models with the first and the second experiments when we applied dialect
normalization only on Egyptian sentences in HAAD and SemEval-2016 datasets. Regarding
aspect term polarity, the best accuracy of HAAD was with the first experiment (74.85%)
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and SemEval-2016 with the second experiment (84.65%). For aspect category polarity, the
best accuracy of the NLI-M method was with the first experiment (76.89%) and QA-M
with the second experiment (76.48%). This improvement confirms that Egyptian words
are considered out-of-vocabulary words in BERT’s vocabulary, and reducing them will
provide us with the best results. Meanwhile, in the third experiment, when we applied
normalization to all datasets, we noticed that the performance declined. We can justify this
decrease because our normalization model may give us OOV words when we use it on
MSA, and then the accuracy decreases.

5.2. Experimental Series 2

As a final experiment, we compared our best-obtained results of the three experiments
and the previous existing works on both aspect term polarity and aspect category polarity.
As Table 9 shows, our models achieved the best results on both HAAD and SemEval-2016
datasets with our research tasks T2 and T4.

Table 9. Comparison of our best models with previous works.

Model HAAD SemEval-2016

T2: Aspect term polarity
Abdelgawad et al. [4] NA 83.98

Abdelgawad et al. [24] 73.23 NA
Al-Smadi et al. [29] NA 82.6

Ruder et al. [42] NA 82.7
Our model 74.85 84.65

T4: Aspect category polarity
Obaidat et al. [6] 71 NA

Our model 76.48 NA

6. Conclusions

Sentiment analysis is one of the most important areas of NLP. Unlike English, a few
studies on Arabic sentiment analysis focused on the aspect level. The most important
challenge that faces the Arabic ABSA is the lack of dialectal resources and datasets that
can be used to train the ABSA model. Furthermore, dialectal Arabic is difficult to process
because it breaks all grammatical rules, reducing the ABSA model accuracy. In recent years,
pre-trained language models, such as BERT, have shown great effectiveness in sentiment
analysis. For Arabic, the small and restricted number of available datasets that cover
multiple Arabic dialects reduces the BERT model in-vocabulary words, decreasing the
model’s performance. This study aimed to increase the effectiveness of the BERT model and
reduce the out-of-vocabulary words by translating our dialectical text and transforming it
into formal speech. Specifically, the addressed ABSA tasks in this research are aspect term
polarity (Task T2) and aspect category polarity (Task T4). Our best results outperformed
the previous existing works, where we obtained (in T2) the best results in both datasets,
HAAD and SemEval. The accuracy results were 74.85% in the HAAD dataset and 84.65%
in the SemEval dataset. In T4, we obtained an excellent result as well (76.84%). Future
goals involve generalizing our study on the rest of the aspect-based sentiment analysis
tasks and improving the normalization performance by focusing on more dialectical Arabic.
In addition, experimenting with models that combine several DL architectures, such as
recurrent neural networks and convolution neural networks, may boost the performances
on Arabic tasks.
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