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Abstract: Certain scholars have generalized the theory of fuzzy set, but the theory of picture hesitant
fuzzy set (PHFS) has received massive attention from distinguished scholars. PHFS is the combination
of picture fuzzy set (PFS) and hesitant fuzzy set (HFS) to cope with awkward and complicated
information in real-life issues. The well-known characteristic of PHFS is that the sum of the maximum
of the membership, abstinence, and non-membership degree is limited to the unit interval. This
manuscript aims to develop some generalized picture hesitant distance measures (GPHDMs) as
a generalization of generalized picture distance measures (GPDMs). The properties of developed
distance measures are investigated, and the generalization of developed theory is proved with the
help of some remarks and examples. A clustering problem is solved using GPHDMs and the results
obtained are explored. Some advantages of the proposed work are discussed, and some concluding
remarks based on the summary of the proposed work and as well as future directions, are added.

Keywords: picture fuzzy sets; hesitant fuzzy sets; picture hesitant fuzzy sets; distance measures;
clustering analysis

1. Introduction

Multiple attribute decision making (MADM) procedures, a process for making prefer-
ence decisions over the available alternatives that are characterized by multiple (usually
conflicting) attributes, are useful for improving decision making in a wide range of cir-
cumstances. This ranges from professional to managerial to political. In some cases, it is
difficult to utilize the fuzzy number, instead of a crisp number, using the MADM technique.
As a solution, the theory of fuzzy set (FS) was developed by Zadeh [1]. An FS is defined
in terms of a characteristic function describing the membership of an element to a set.
Zadeh’s framework was followed extensively by the researchers and some potential work
on FS has been completed in fuzzy logic [2], theory and application of fuzzy sets [3], the
introduction of fuzzy logic [4], fuzzy switching [5], potential application in fuzzy sets [6],
and fuzzy set theory [7]. Generalizing the idea of FS, Atanassov [8] introduced the notion
of the intuitionistic fuzzy set (IFS), describing the non-membership degree of an element
along with the membership degree of an element [9]. Therefore, in any phenomenon of yes
or no type, IFSs played a vital role.

The theory of IFSs could model events containing uncertainty of two types, though
there are some scenarios where the framework of IFSs failed to be applied, e.g., the voting
event contained four types of situations which are: vote in favor, abstain, vote against,
and refused to vote. Such type of event could not be modeled by IFSs, providing a space
for a new theory of PFSs developed by Cuong [10]. A PFSs is based on four types of
characteristic functions that describe the membership, abstinence, non-membership, and
refusal degree. PFSs are an interesting research area as of current, as some potential work
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on PFSs has been completed in picture fuzzy sets [11], aggregation operators for PFSs [12],
and geometric aggregation operators for PFS [13].

In many situations, the theory of FS has failed. For example, when a decision-maker
provides information in the form of {0.5, 0.4, 0.3} for membership grade, the theory of
FS has not been able to cope with it. For this, the theory of hesitant fuzzy set (HFS)
was developed by Torra [14]. HFS covers only the membership grade in the shape of
finite subset of unit interval. An HFS becomes FS if we have the output of characteristic
function as a singleton set. For a better understanding of HFSs, we refer to HFS [15],
aggregation operators for HFS [16], and intuitionistic hesitant and dual hesitant fuzzy
sets [17]. Combining two or more structures enabled us to deal with uncertain events with
flexibility. Some generalized structures of HFSs with other fuzzy structures are discussed
in [18]. Motivated by the results of bipolar-valued hesitant fuzzy sets [19], operational laws
for bipolar HFS [20], and decision-making technique [21], Wang and Li [22] introduced the
concept of picture hesitant fuzzy set (PHFS) by generalizing PFSs and HFSs.

In this article, motivated by the work of [23], we developed some GPHDMs and
applied them in cluster solving. Cluster analysis has been given great importance in
distance measure [24], metric and nonmetric distance measure [25], clustering for IFS [26],
and intuitionistic fuzzy clustering [27]. Dealing with clusters having information in the
form of hesitant fuzzy numbers (HFNs) provided some flexibility. The distance measures
proposed in this manuscript are the generalizations of distance measures of [23]. The
GPHDMs have been explained and compared with the existing distance measures for any
advantages or shortcomings.

The main idea of this study is taking the some help from the idea of Euclidean distance
works effectively when using low-dimensional data, and the magnitude of the vectors is
important to be measured. By using the advantages of the measures, the main points of the
proposed work are discussed below:

1. To develop the GPHDMs as a generalization of GPDMs.
2. To initiate the properties of developed distance measures are investigated, and the

generalization of developed theory is proved with the help of some remarks and
examples.

3. To explore the clustering problem by using the GPHDMs and the results obtained are
explored.

4. Some advantages of the proposed work are discussed, and some concluding remarks
based on the summary of the proposed work and some future directions are added.

This manuscript is organized as such: In Section 1, a brief history of FSs, IFSs, PFSs, and
HFSs is discussed; Section 2 is based on some prerequisite ideas related to IFSs, PFSs, and
PHFSs including their distance measures; In Section 3, we developed the picture hesitant
distance measures (PHDM), GPHDM, generalized picture hesitant normalized distance
measures (GPHNDM), and their generalization is proved; In Section 4, a hierarchal picture
hesitant clustering problem is explored. The comparison of proposed and existing work;
and Section 5 provided a summary of the manuscript along with some future direction.

2. Literature Review

This section presents concepts related to PFSs, HFSs, and PHFSs. The basic operations
of PHFSs are also studied. The theory of IFSs could model events containing uncertainty of
two types but there are some scenarios where the framework of IFSs failed to be applied e.g.,
the voting event contained four types of situations which are vote in favor, abstain, vote
against, and refused to vote. Such type of event could not be modeled by IFSs providing a
space for a new theory of PFSs was developed by Cuong [10]. The idea of PFS has been
discussed below.

Definition 1. ([10]) Let X be a set. Then a PFS is having the shape Q ={
<
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1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

(x),
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: X → [0, 1] and ℵ : X → [0, 1] are
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the degree of membership, abstinence and non-membership degree of x in Q respectively provided

that 0 ≤
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(x) + ℵ(x)
)

is termed as

refusal degree of x in X.

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5, 0.4, 0.3} for membership grade, then the
theory of FS has not been able to cope with it. For managing with such sort of information,
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the
membership of an element not only by an element from but by a finite subset of the unit
interval.

Definition 2. ([14]) Let X be a set. Then an HFS on X is a mapping
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 
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that gives us few elements

of [0, 1] against each x ∈ X. i.e., H =

{
< x,
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(x) is a finite subset of [0, 1] ∀ x ∈ X}.

Moreover,
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(x) is called hesitant fuzzy number (HFN).

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual
provides information in the shape of such type, which cannot be satisfying the rule of the
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed,
which covers the three grades in the shape of the finite subset of the unit interval.

Definition 3. ([22]) Let X be a set. Then we defined a PHFS as P =

{
<
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ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 
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(x)
)
+ sup(ℵ(x)) ≤ 1.

Further, R(x) = 1−
(

sup
(
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is termed as refusal degree of

x in X.

Definition 4. ([22]) Let P =
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Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

,ℵ
)

, P1 =

(
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

1,
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

1,ℵ1

)
and P2 =
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

2,
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

2,ℵ2

)
be the two

PHFNs. Then

1. P1 ∪ P2 =

(
max

(
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
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of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
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3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 
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(X).
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Definition 5. For P, Q ∈ PHFS(X). The PHDM is denoted and defined as:

dphd
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1


1

3zx
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△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

zx
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∑
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1



∣∣∣∣
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
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Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
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PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q

Knowledge 2021, 1, FOR PEER REVIEW 7 
 

 

1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
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Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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ᶖ
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 ɉ  
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ᶖ
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ᶖ
ᶆ

 ɉ  

max
⎝⎜
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𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
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If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣+∣∣∣∣ℵP
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
− ℵQ
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣



 (1)

The following properties hold for dphd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q).

1. 0 ≤ dphd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) ≤ 1;
2. dphd
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ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜
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⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) = 0⇐⇒ P = Q ;
3. dphd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) = dphd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 
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⎛
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(Q, P);
4. dphd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 
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⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) + dphd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
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 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(Q, C) ≥ dphd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 
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 ɉ ⎠⎟
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, C).

where zx
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

denote the length of HFN involved in the PHFS.

Definition 6. For P, Q ∈ PHFS(X). The picture hesitant normalized distance measures (PH-
NDM) is denoted and defined as:

dphnd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 
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(P, Q) =
1
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1


1

3zx
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
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ᶖ
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△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

zx

Knowledge 2021, 1, FOR PEER REVIEW 5 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∑
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1



∣∣∣∣
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
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that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(

Knowledge 2021, 1, FOR PEER REVIEW 3 
 

 

Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   

Ā   100      03B1 
ᶆ   1D86      β ɉ   249       θ 
 
ᶖ    1D96        † 
 ȏ   020F        ‡ 
 
 
In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
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Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
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2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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In many situations, the theory of FS has been failed. For instance, when a decision-
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theory of FS has not been able to cope with it. For managing with such sort of information, 
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membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
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theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
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interval. 
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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ᶖ
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max
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𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟
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 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣+∣∣∣∣ℵP
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
− ℵQ
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣



 (2)

The following properties hold for dphnd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q).

1. 0 ≤ dphnd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 
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(PHNDM) is denoted and defined as: 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) ≤ 1
2. dphnd
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ᶖ

ᶆ
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
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 ɉ ⎠⎟
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 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
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ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) = 0⇐⇒ P = Q
3. dphnd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) = dphnd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 
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𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
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 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(Q, P)
4. dphnd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) + dphnd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
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⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(Q, C) ≥ dphnd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 
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Definition 7. For P, Q ∈ PHFS(X). Then the GPHDM is denoted and defined as:
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
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3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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𝓍 ɉ

ᶖ
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ᶖ
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ᶖ

ᶆ
 ɉ ,
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ᶖ
ᶆ
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∣∣∣∣+ג∣∣∣∣(
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x

Knowledge 2021, 1, FOR PEER REVIEW 5 
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Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
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⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

ℵP∣∣∣∣+ג∣∣∣∣(
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
− ℵQ
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
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⎟⎟⎟
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

ג∣∣∣∣(







1
ג

(3)

The following properties hold for dgphd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q).

1. 0 ≤ dgphd
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

( P, Q) ≤ 1;
2. dgphd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
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ᶖ

ᶆ
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 
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Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
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⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) = 0⇐⇒ P = Q ;
3. dgphd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
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⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) = dgphd
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(Q, P);
4. dgphdm(A B) + dgphdm(B, C) ≥ dgphdm(A C).
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Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
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PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

(X). The GPHNDM is denoted and defined as:

dgphnd
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1
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
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the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
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the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x

Knowledge 2021, 1, FOR PEER REVIEW 5 
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(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∣∣∣∣+ג∣∣∣∣(
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
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Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q

Knowledge 2021, 1, FOR PEER REVIEW 7 
 

 

1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

ℵP∣∣∣∣+ג∣∣∣∣(
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
− ℵQ
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

ג∣∣∣∣(







1
ג

(4)

The following properties hold for dgphnd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q).

1. 0 ≤ dgphnd
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
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ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) ≤ 1
2. dgphnd
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⎛
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) = 0⇐⇒ P = Q
3. dgphnd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 
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Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
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⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) = dgphnd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 
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Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
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⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(Q, P)
4. dgphndm(A B) + dgphndm(B, C) ≥ dgphndm(A C)

Remark 1. If we take ג = 1. Then the Equations (3) and (4) were reduced to generalized picture
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized Ham-
ming distance measure (GPHNHDM) similarly if we take ג = 2. Then the Equations (3) and (4)
were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and general-
ized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered the
abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs.

Theorem 1. For P, Q ∈ PHFS(X). The following function is a GPHDM.

d1
gphd
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
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⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) =

 1
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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𝓍 ɉ

ᶖ
ᶆ

 ɉ  
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ᶖ
ᶆ
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△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
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ᶖ
ᶆ

 ɉ  
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
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3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Knowledge 2021, 1, FOR PEER REVIEW 5 
 

 

Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
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∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∝+4ℵ
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where 
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ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
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ᶖ
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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∝

3 +

max
(
4
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membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∝,4ℵ

Knowledge 2021, 1, FOR PEER REVIEW 5 
 

 

Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
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are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∝,4
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
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△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  
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𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∝,4ℵ
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 
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3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 
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ᶖ
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 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
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2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  
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𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
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⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
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(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=
1

Knowledge 2021, 1, FOR PEER REVIEW 4 
 

 

where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1

 1
zx

Knowledge 2021, 1, FOR PEER REVIEW 5 
 

 

Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

zx

Knowledge 2021, 1, FOR PEER REVIEW 5 
 

 

Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∑

Knowledge 2021, 1, FOR PEER REVIEW 3 
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-
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existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
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PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
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ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 
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If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
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Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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where 
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ᶖ
ᶆ

 ɉ  
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ᶖ
ᶆ

 ɉ  
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  
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𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
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Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
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𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1

(
max
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1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
+
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
+ ℵP
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𝓍 ɉ

ᶖ
ᶆ

 ɉ  
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𝓍 ɉ

ᶖ
ᶆ
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ᶖ
ᶆ

 ɉ  

max
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ᶖ

ᶆ
 ɉ ,
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ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
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ᶖ

ᶆ
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣
)
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
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𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

Q =
1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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 ɉ ⎠⎟
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 
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3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1

(
max
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∣∣∣∣
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
+
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Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  
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 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
+ ℵQ
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ᶖ
ᶆ
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ᶖ
ᶆ

 ɉ  

max
⎝⎜
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⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
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Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣)

Proof. The first three conditions are true by Definition 5. So, we only need to prove

condition 4 in Definition (5). For we assume the triplet (4
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In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
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 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
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) and we take ∝= 1.
Now for P, Q ∈ PHFS(X) we denote

PQ1 =
z

∑
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maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
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ᶖ
ᶆ
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ᶆ

 ɉ  
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ᶖ
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
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PHFNs. Then  
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2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

,4ℵ
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
PQ3 = max

(
max
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

(
Ψ
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ᶖ
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Q
))

PQ4 =
z
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where 
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𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  
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𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Q
∣∣∣

We need to show that the following inequality holds.
PQ1 + PQ2

PQ1 + PQ2 + PQ3 + PQ4 + 1
+

PC1 + PC2

(PC1 + PC2 + PC3 + PC4 + 1)
≥ QC1 + QC2

QC1 + QC2 + QC3 + QC4 + 1

Using Definition (8), we have

1
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
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 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∑
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1

∣∣∣∣∣
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   

Ā   100      03B1 
ᶆ   1D86      β ɉ   249       θ 
 
ᶖ    1D96        † 
 ȏ   020F        ‡ 
 
 
In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣∣
+

1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
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ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 
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3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

Knowledge 2021, 1, FOR PEER REVIEW 4 
 

 

where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑

Knowledge 2021, 1, FOR PEER REVIEW 5 
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(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
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𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
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In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

C
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣∣
 ≥ 1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 
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(PHNDM) is denoted and defined as: 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 
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Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 
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⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1

 1
zx
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

zx

Knowledge 2021, 1, FOR PEER REVIEW 5 
 

 

Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∑
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1

∣∣∣∣∣
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝
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∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
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In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

C
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +
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∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣∣


1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
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where 
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𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
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ᶖ
ᶆ
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
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1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
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3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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ᶖ
ᶆ
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max
⎝⎜
⎜⎜⎜
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⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
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ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(

Knowledge 2021, 1, FOR PEER REVIEW 3 
 

 

Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   

Ā   100      03B1 
ᶆ   1D86      β ɉ   249       θ 
 
ᶖ    1D96        † 
 ȏ   020F        ‡ 
 
 
In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣∣
+

1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 
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Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1

 1
zx

Knowledge 2021, 1, FOR PEER REVIEW 5 
 

 

Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

zx

Knowledge 2021, 1, FOR PEER REVIEW 5 
 

 

Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∑

Knowledge 2021, 1, FOR PEER REVIEW 3 
 

 

Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
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PHFNs. Then  
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3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

C

Knowledge 2021, 1, FOR PEER REVIEW 7 
 

 

1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
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3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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3. Methodology of Development 
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the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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ᶖ

ᶆ
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−

Knowledge 2021, 1, FOR PEER REVIEW 3 
 

 

Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

C
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣∣


And

1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
− ℵQ
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣∣
+

1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 
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(PHNDM) is denoted and defined as: 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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⎜⎜⎜
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⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1

∣∣∣∣∣ℵP
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
− ℵC
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣∣
 ≥ 1

Knowledge 2021, 1, FOR PEER REVIEW 4 
 

 

where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   

Ā   100      03B1 
ᶆ   1D86      β ɉ   249       θ 
 
ᶖ    1D96        † 
 ȏ   020F        ‡ 
 
 
In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
− ℵC
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣∣


Then we have
PQ1 + PC1 ≥ QC1 and PQ2 + PC2 ≥ QC2

Now suppose that

max



1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 
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4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 
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2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 
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the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1

 1
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
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ᶆ
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
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provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
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of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
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Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

C
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 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
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Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣
,

1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 
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Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜
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ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
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⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  
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𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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3. Methodology of Development 
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the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
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𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(

Knowledge 2021, 1, FOR PEER REVIEW 3 
 

 

Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   

Ā   100      03B1 
ᶆ   1D86      β ɉ   249       θ 
 
ᶖ    1D96        † 
 ȏ   020F        ‡ 
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maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

C
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣
,

1

Knowledge 2021, 1, FOR PEER REVIEW 4 
 

 

where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

Knowledge 2021, 1, FOR PEER REVIEW 4 
 

 

where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑

Knowledge 2021, 1, FOR PEER REVIEW 5 
 

 

Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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ᶖ    1D96        † 
 ȏ   020F        ‡ 
 
 
In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1

∣∣∣∣ℵQ
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
− ℵC
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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)∣∣∣∣
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 
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⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∑
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1

∣∣∣∣
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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ᶖ
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max
⎝⎜
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𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
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2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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⎝⎜
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

C
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x

Knowledge 2021, 1, FOR PEER REVIEW 5 
 

 

Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

C
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   

Ā   100      03B1 
ᶆ   1D86      β ɉ   249       θ 
 
ᶖ    1D96        † 
 ȏ   020F        ‡ 
 
 
In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
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 ɉ  
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ᶖ
ᶆ

 ɉ  
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣


≤ 1
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 
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ᶖ ⎠⎟
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 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
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⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  
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 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1

 1
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⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∑
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1

∣∣∣∣
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣
+

1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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 ɉ ⎠⎟
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ
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△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

Q
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(

Knowledge 2021, 1, FOR PEER REVIEW 3 
 

 

Definition 1: ([10]) Let 𝑋 be a set. Then a PFS is having the shape 𝑄 = {< Ӎ(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋} where Ӎ: 𝑋 →  [0,1], 𝙰: 𝑋 → [0,1] and ℵ: 𝑋 → [0,1] are the degree of membership, ab-
stinence and non-membership degree of 𝓍 in 𝑄 respectively provided that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) + ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as refusal degree of 𝓍 in 𝑋. Ӎ   4CD      03BE   

Ā   100      03B1 
ᶆ   1D86      β ɉ   249       θ 
 
ᶖ    1D96        † 
 ȏ   020F        ‡ 
 
 
In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣


max



1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 
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Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 
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⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +
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⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1

 1
zx
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△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

zx
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

∑
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1

∣∣∣∣
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refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P

Knowledge 2021, 1, FOR PEER REVIEW 7 
 

 

1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

C
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣
,

1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1
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the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

P
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
−
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PHFNs. Then  
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3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

C
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𝓍 ɉ
ᶖ

ᶆ
 ɉ ,
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ᶖ
ᶆ
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𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣
,

1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 
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⎛

⎝⎜
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ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1

 1
zx

Knowledge 2021, 1, FOR PEER REVIEW 5 
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𝓍 ɉ
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ᶆ

 ɉ  
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

=1

∣∣∣∣ℵP
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-
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In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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ᶆ
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𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)
− ℵC

Knowledge 2021, 1, FOR PEER REVIEW 7 
 

 

1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
(

x
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

)∣∣∣∣



QC1 + QC2

QC1 + QC2 + QC3 + QC4 + 1
≤

PQ1 + PQ2

PQ1 + PQ2 + PC1 + PC2 + QC3 + QC4 + 1
+

PC1 + PC2

(PQ1 + PQ2 + PC1 + PC2 + QC3 + QC4 + 1)
(5)

If we assume that
max
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

(
Ψ
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
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 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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where 
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𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
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C

Then QC3 ≥ PQ3. Again if
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△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  
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△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
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Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

(
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

Q, Ψ

Knowledge 2021, 1, FOR PEER REVIEW 5 
 

 

Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

C
)
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eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  
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𝓍 ɉ

ᶖ
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 ɉ  
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 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
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(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
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𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

C
)

= max
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

(
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

C
)
≤ 3PC2

PQ3 −QC3 ≤ 3PC2

Similarly, we have QC4 ≥ PQ4 or 3PC2 −QC4 ≥ PQ4. Thus

3(PQ1 + PQ2 + PC1 + PC2 + QC3 + QC4 + 1) ≥ PQ1 + PQ2 + PQ3 + PQ4 + 1 (6)

3(PQ1 + PQ2 + PC1 + PC2 + QC3 + QC4 + 1) ≥ PC1 + PC2 + PC3 + PC4 + 1 (7)

From Equations (5)–(7) we claim that d1
gphd

Knowledge 2021, 1, FOR PEER REVIEW 4 
 

 

where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

(P, Q) is a PHDM.
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

∈ PHF
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the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

(X). Then the average PHFS of P
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𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
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ᶆ
 ɉ  (1)

is denoted and defined as:
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3. Methodology of Development 
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the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)
=

<

1
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Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 

Definition 6: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) . The picture hesitant normalized distance measures 
(PHNDM) is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 1ᶆ 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (2)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

≤ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ + 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

max
⎝⎜
⎜⎜⎜
⎜⎜⎜
⎛ 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ,

1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ ,
1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ ⎠⎟

⎟⎟⎟
⎟⎟⎟
⎞

 

𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)(x), 1
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 
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⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟
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 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 
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3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  
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max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
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⎟⎟⎟
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where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1
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Definition 1: ([10]) Let 𝑋  be a set. Then a PFS is having the shape 𝑄 = {<04𝐶𝐷(𝓍), 𝙰(𝓍), ℵ(𝓍) >: 𝓍 ∈ 𝑋}  where Ӎ: 𝑋 →  [0,1] , 𝙰: 𝑋 → [0,1]  and ℵ: 𝑋 → [0,1]  are the 
degree of membership, abstinence and non-membership degree of 𝓍 in 𝑄 respectively provided 
that 0 ≤  Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍) ≤ 1. Further, 𝐼(𝓍) = 1 − (Ӎ(𝓍) + 𝙰(𝓍) +  ℵ(𝓍)) is termed as 
refusal degree of 𝓍 in 𝑋. 

In many situations, the theory of FS has been failed. For instance, when a decision-
maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. ξ 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 
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ᶆ

 ɉ ,
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𝓍 ɉ
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ᶆ
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)(x),

1
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where 𝑧𝓍 ɉ denote the length of HFN involved in the PHFS 
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶) 

Definition 7: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). Then the GPHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛

⎝⎜
⎛ 13𝑧𝓍 ɉ ⎝⎜

⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟
⎞𝓍 ɉ

ᶖ ⎠⎟
⎞ᶆ

 ɉ ⎠⎟
⎞ℷ

 (3)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. d (A B) + d (B, C) ≥ d (A C). 

Definition 8: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹Ӎ(𝑋). The GPHNDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = ⎝⎜
⎛ 1ᶆ ⎝⎜

⎛ 13𝑧𝓍 ɉ ⎝⎜
⎛ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ ℷ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ ℷ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ ℷ ⎠⎟

⎞𝓍 ɉ
ᶖ ⎠⎟

⎞ᶆ
 ɉ ⎠⎟

⎞ℷ
 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 
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 (4)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃) 4. d (A B) + d (B, C) ≥ d (A C) 

∑
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Remarks 1: If we take ℷ = 1. Then the Equations (3) and (4) were reduced to generalized picture 
hesitant Hamming distance measure (GPHHDM) and generalized picture hesitant normalized 
Hamming distance measure (GPHNHDM) similarly if we take ℷ = 2. Then the Equations (3) and 
(4) were reduced to generalized picture hesitant Euclidean distance measure (GPHEDM) and gen-
eralized picture hesitant normalized Euclidean distance measure (GPHNEDM). If we considered 
the abstinence degree equal to zero. Then Equations (1)–(4) holds for IFSs. 

Theorem 1: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The following function is a GPHDM.  

𝑑 ᶆ( 𝑃, 𝑄) = 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△  ℵ ɉ∝ ɉ ∝

⎝⎜
⎜⎜⎜
⎛ 1𝑧 ∑ △ Ӎ ɉ∝ +△ 𝙰 ɉ∝ +△  ℵ ɉ∝3 +max △ Ӎ ɉ∝,△ 𝙰 ɉ∝,△ ℵ ɉ∝ ɉ ∝ +

max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ +1𝑧 ∑ 𝛹 ɉ − 𝛹 ɉ ∝ ɉ
∝ + 1 ⎠⎟

⎟⎟⎟
⎞ 

where 

△ Ӎ ɉ = 1ᶆ 1𝑧𝓍 ɉ Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△ 𝙰 ɉ = 1ᶆ 1𝑧𝓍 ɉ 𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  

=1
ℵ
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𝓍 ɉ

ᶖ
ᶆ

 ɉ  

△  ℵ ɉ = 1ᶆ 1𝑧𝓍 ɉ  ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ
𝓍 ɉ

ᶖ
ᶆ

 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

𝛹 ɉ = 1ᶆ maxᶖ Ӎ ȏ(ᶖ) 𝓍 ɉ + 𝙰 ȏ(ᶖ) 𝓍 ɉ +  ℵ ȏ(ᶖ) 𝓍 ɉᶆ
 ɉ  

Proof: The first three conditions are true by Definition 5. So, we only need to prove con-
dition 4 in Definition (5). For we assume the triplet (△ Ӎ ɉ, △ 𝙰 ɉ, △  ℵ ɉ) and we take ∝=1. Now for 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋) we denote 

𝑃𝑄 = △ Ӎ ɉ +△ 𝙰 +△  ℵ ɉ3   ɉ  

𝑃𝑄 = max △ Ӎ ɉ,△ 𝙰 ɉ,△  ℵ ɉ  

𝑃𝑄 = max 𝑚𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ  
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𝑄𝐶 + 𝑄𝐶𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 ≤ 

 𝑃𝑄 +  𝑃𝑄 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1 +  𝑃𝐶 +  𝑃𝐶( 𝑃𝑄 +  𝑃𝑄 +  𝑃𝐶 +  𝑃𝐶 + 𝑄𝐶 + 𝑄𝐶 + 1) (5)

If we assume that ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ , 
ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉℂ 

Then 𝑄ℂ ≥  𝑃𝑄 . Again if ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ , 𝛹 ɉℂ = 𝛹 ɉ  

Then ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉ − ᶆ𝑎𝓍 ɉ 𝛹 ɉ , 𝛹 ɉℂ ≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ , 𝛹 ɉ − 𝛹 ɉℂ  

≤ ᶆ𝑎𝓍 ɉ 𝛹 ɉ − 𝛹 ɉ + 𝛹 ɉ − 𝛹 ɉℂ  

= max ɉ 𝛹 ɉ − 𝛹 ɉℂ ≤ 3 𝑃ℂ  

𝑃𝑄 − 𝑄ℂ ≤ 3 𝑃ℂ  

Similarly, we have 𝑄ℂ ≥  𝑃𝑄  or 3 𝑃ℂ − 𝑄ℂ ≥  𝑃𝑄 . Thus 3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 +  𝑃𝑄 + 1 (6)3( 𝑃𝑄 +  𝑃𝑄 +  𝑃ℂ +  𝑃ℂ + 𝑄ℂ + 𝑄ℂ + 1) ≥  𝑃ℂ +  𝑃ℂ +  𝑃ℂ +  𝑃ℂ + 1 (7)

From Equations (5)–(7) we claim that 𝑑 ᶆ( 𝑃, 𝑄) is a PHDM. □ 

Definition 9: Let  𝑃ᶖ ∈ 𝑃𝐻𝐹Ӎ(𝑋). Then the average PHFS of  𝑃ᶖ is denoted and defined as: 

(
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In many situations, the theory of FS has been failed. For instance, when a decision-

maker provides information in the form of {0.5,0.4,0.3} for membership grade, then the 
theory of FS has not been able to cope with it. For managing with such sort of information, 
the theory of hesitant fuzzy set (HFS) was developed by Torra [14], which defines the 
membership of an element not only by an element from but by a finite subset of the unit 
interval. 

Definition 2: ([14]) Let 𝑋 be a set. Then an HFS on 𝑋 is a mapping Ӎ that gives us few ele-
ments of [0,1]  against each 𝓍 ∈ 𝑋 . i.e 𝐻 = {< 𝓍, Ӎ(𝓍) > : Ӎ(𝓍)  is a finite subset of [0,1] ∀ 𝓍 ∈ 𝑋 }. Moreover, Ӎ(𝓍) is called hesitant fuzzy number (HFN). 

In some cases, the theory of IFS, PFS, and HFS has been failed. When an intellectual 
provides information in the shape of such type, which cannot be satisfying the rule of the 
existing notions like IFS, PFS, and HFS. For this, the theory of PHFS has been proposed, 
which covers the three grades in the shape of the finite subset of the unit interval. 

Definition 3: ([22]) Let 𝑋 be a set. Then we defined a PHFS as 𝑃 = {<  Ӎ, 𝙰, ℵ >: 𝓍 ∈ 𝑋}, such 
that Ӎ, 𝙰, ℵ are HFNs denoting the degree of membership, abstinence and non-membership degree 
of 𝓍  in 𝑃  respectively provided that 0 ≤ 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍) ≤ 1 . Fur-
ther, 𝑅(𝓍) = 1 − 𝑠𝑢𝑝 Ӎ(𝓍) + 𝑠𝑢𝑝 𝙰(𝓍) + 𝑠𝑢𝑝  ℵ(𝓍)  is termed as refusal degree of 𝓍 in 𝑋. 

Definition 4: ([22]) Let 𝑃 = (Ӎ, 𝙰, ℵ), 𝑃  = (Ӎ , 𝙰 ,  ℵ ) and 𝑃 = (Ӎ , 𝙰 ,  ℵ ) be the two 
PHFNs. Then  
1. 𝑃 ∪ 𝑃 = (max(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), min( ℵ ,  ℵ )); 
2. 𝑃 ∩ 𝑃 = (min(Ӎ , Ӎ ) , min(𝙰 , 𝙰 ), max( ℵ ,  ℵ )) 
3. 𝑃 = ( ℵ, 𝙰, Ӎ). 

3. Methodology of Development 
In this section, we proposed the concept of PHDM, PHNDM, GPHDM and discussed 

the Hamming and Euclidean distance along with their properties. The defined concepts 
are supported with an example. Moreover, in our study, we denote the set of all PHFS on 
universal set 𝑋 by 𝑃𝐻𝐹Ӎ(𝑋). 
Definition 5: For 𝑃, 𝑄 ∈ 𝑃𝐻𝐹𝑆(𝑋). The PHDM is denoted and defined as: 

𝑑 ᶆ( 𝑃, 𝑄) = 13𝑧𝓍 ɉ
Ӎ ȏ(ᶖ) 𝓍 ɉ − Ӎ ȏ(ᶖ) 𝓍 ɉ +𝙰 ȏ(ᶖ) 𝓍 ɉ − 𝙰 ȏ(ᶖ) 𝓍 ɉ + ℵ ȏ(ᶖ) 𝓍 ɉ −  ℵ ȏ(ᶖ) 𝓍 ɉ

𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

)(x)
>



Definition 10. The picture hesitant distance matrix (PHℵMT) of order n× n of P
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ᶆ
 ɉ  (1)

∈ PHF
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𝓍 ɉ
ᶖ

ᶆ
 ɉ  (1)

The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 

(X)

is a matrix whose every element is computed by Definition (4).

4. Applications

This section aims to validate the proposed algorithm in the environment of PHFSs.
The proposed algorithm is used in the environment of IFS and PFSs in [22]. We will also be
described that the frame of IFS and PFS could not handle the data provided in the form
of PHFS.

Algorithm

Step 1: Consider a collection P
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The following properties hold for 𝑑 ᶆ( 𝑃, 𝑄). 

1. 0 ≤ 𝑑 ᶆ( 𝑃, 𝑄) ≤ 1; 

2. 𝑑 ᶆ( 𝑃, 𝑄) = 0 ⟺  𝑃 = 𝑄; 

3. 𝑑 ᶆ( 𝑃, 𝑄) = 𝑑 ᶆ(𝑄, 𝑃); 

4. 𝑑 ᶆ( 𝑃, 𝑄) + 𝑑 ᶆ(𝑄, 𝐶) ≥ 𝑑 ᶆ( 𝑃, 𝐶). 
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represent a
unique cluster.

Step 2: Compute a PH ℵMT .
Step 3: Based on PHDM, combine two PHFS and use Definition (5) to compute the

new centers. Note that in one stage only two clusters should be merged.
Step 4: Step two must be repeated unless the desired number of clusters is achieved.
In last, we are constructing the table of the Guangzhou cars data.

Example 1. Consider Table 1 consisting of a dataset of cars.

The numerical data for the experiment is shown in Table 1, which presents the numbers
of cars, their quality, and quantity. To determine the number of people that are interested
in the cars, obtaining information on the quality and advantages of the cars is necessary.
Therefore, we take the information on the Guangzhou cars and apply the method of PHFS,
following the hierarchical principal component (HPC).

Step 1: We take the collection of cars data which represents the quality of the cars that
people are interested in, discussed in Table 1.

Table 1. Original decision matrix.

S. No Comfort Price Fuel

Car 1 ({0.1, 0.4}, {0.2, 0.1}, {0.3, 0.4}) ({0.3, 0.3}, {0.4, 0.4}, {0.1, 0.2}) ({0.3, 0.4}, {0.3, 0.1}, {0.2, 0.3})
Car 2 ({0.2, 0.4}, {0.3, 0.2}, {0.2, 0.3}) ({0.4, 0.4}, {0.5, 0.4}, {0.1, 0.1}) ({0.2, 0.3}, {0.3, 0.4}, {0.1, 0.2})
Car 3 ({0.1, 0.3}, {0.2, 0.1}, {0.2, 0.3}) ({0.3, 0.2}, {0.4, 0.3}, {0.2, 0.1}) ({0.2, 0.5}, {0.4, 0.3}, {0.1, 0.0})
Car 4 ({0.2, 0.3}, {0.3, 0.1}, {0.3, 0.3}) ({0.4, 0.2}, {0.5, 0.3}, {0.2, 0.2}) ({0.1, 0.1}, {0.2, 0.3}, {0.4, 0.1})

The numerical data is classified using the method [23], as shown in Table 2. During
the first phase, the Guangzhou cars data is in the following format:

{Car 1}, {Car 2}, {Car 3}, {Car 4}.
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Table 2. Calculated values by using different types of measures.

D. Table Comfort Price Fuel

Phases 1

Car 1 0.23 0.28 0.27

Car 2 0.27 0.32 0.25

Car 3 0.20 0.25 0.25

Car 4 0.25 0.30 0.20

Phases 2

Car 13 0.2 0.27 0.26

Car 14 0.25 0.29 0.23

Phases 3

Car 1314 0.24 0.25 0.25

Car 2 0.27 0.32 0.25

The set of numerical data is classified by phase and score function in this table [23].
Step 2: using the step 1 data to compute PH ℵMt

PH ℵMt =


0

0.38
0.35
0.52

0.38
0

0.37
0.4

0.35
0.37

0
0.47

0.52
0.4

0.47
0


In this stage, the minimum value is d(P1, P3) = 0.35 and the maximum value is

d(P1, P4) = 0.52, then P1 and P3 are combined in the next stage and similarly,P1 and P4 are
merged in the next stage. So the results of phase two are above and using the concepts we
make the other phases numerically data.

Step 3: Based on PHDM, combine two PHFS and use Definition (5) to compute the
new centers are discussed in the shape of Table 3.

Table 3. Again merged and phases-wise classification.

D. T Comfort Price Fuel

Car 13 ({0.1, 0.35}, {0.2, 0.1}, {0.25, 0.35}) ({0.3, 0.25}, {0.4, 0.35}, {0.15, 0.15}) ({0.25, 0.45}, {0.35, 0.2}, {0.15, 0.15})
Car 14 ({0.15, 0.35}, {0.25, 0.1}, {0.3, 0.35}) ({0.35, 0.25}, {0.45, 0.35}, {0.15, 0.2}) ({0.2, 0.25}, {0.25, 0.27}, {0.3, 0.2})

In phase two the Guangzhou cars data is of the form:

{Car 1, Car 3}, {Car 1, Car 4}, {Car 2}. (8)

Step 4: Repeated step 2 to construct the PH ℵMt

GPH ℵM2 =

 0 0.24 0.34
0.24 0 0.31
0.34 0.31 0

 (9)

Here, the low value is produced by d({Car 1, Car 3}}, {{Car 2, Car 4}) = 0.24 in GPH ℵM2.
We are constructing the table which represents the summary of all the different phases,
described in the above algorithm using the Guangzhou cars data as illustrated in Figure 1.
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Step 3: Based on PHDM, combine two PHFS and use the definition (5) to compute the
new centers, as discussed in Table 4.

Table 4. Merged and phase-wise classification.

D. T Comfort Price Fuel

Car 1314 ({0.125, 0.35}, {0.225, 0.1}, {0.275, 0.35}) ({0.325, 0.25}, {0.425, 0.35}, {0.15, 0.175}) ({0.225, 0.35}, {0.30, 0.235}, {0.225, 0.175})

Similarly, in the last phases the Guangzhou cars data is of the form:

{Car 1, Car 3, Car 1, Car 4}, {Car 2}.

Step 4: Repeated step 2 to construct the PH ℵMt

GPH ℵM3 = 0.303

We evaluate all numerical data of the Guangzhou cars and draw the tables for investi-
gation of the three different values of PH ℵMt.

Remark 2. We take all the PHFS in the form of singleton sets, then reduce all concepts into PFS.
If we choose to ignore the abstinence degree, it will be converted to IFS. The proposed work is
converted to all concepts like PFS, HFS, IHFS, IFS, and FS, which is the modified form of PFS, and
its elements are HFS.

The above discussion shows that our proposed work is more effective and more
reliable in comparison to existing work.

5. Conclusions

Numerous scholars have employed the theory of PHFS in the environment of different
fields. PHFS has received massive attention from different intellectuals due to its shape,
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where the rule is that the sum of the maximum of the triplet is restricted to the unit interval.
The main purpose of this manuscript is discussed below.

1. We examined the GPHDM and defined the special cases like GPHHDM and GPHEDM.
2. We worked on GPHNDM and defined special cases like GPHNHDM and GPHNEDM.
3. We evaluated the application and show whose concepts are assigned the best results

in distance measure.
4. Finally, we proposed the numerical data table and described their applications with

the help of an algorithm.

In upcoming research, we will attempt to employ the theory of T-spherical fuzzy
sets [28], Complex spherical fuzzy sets [29], complex T-spherical fuzzy sets [30], and
bipolar soft sets [31] in the field of computer science, engineering science, etc., to improve
the quality of the research works.
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