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Abstract: Three-dimensional transfer functions (3D TFs) are generally assumed to fully describe
the transfer behavior of optical topography measuring instruments such as coherence scanning
interferometers in the spatial frequency domain. Therefore, 3D TFs are supposed to be independent
of the surface under investigation resulting in a clear separation of surface properties and transfer
characteristics. In this paper, we show that the 3D TF of an interference microscope differs depending
on whether the object is specularly reflecting or consists of point scatterers. In addition to the 3D TF
of a point scatterer, we will derive an analytical expression for the 3D TF corresponding to specular
surfaces and demonstrate this as being most relevant in practical applications of coherence scanning
interferometry (CSI). We additionally study the effects of temporal coherence and disclose that in
conventional CSI temporal coherence effects dominate. However, narrowband light sources are
advantageous if high spatial frequency components of weak phase objects are to be resolved, whereas,
for low-frequency phase objects of higher amplitude, the temporal coherence is less affecting. Finally,
we present an approach that explains the different transfer characteristics of coherence peak and
phase detection in CSI signal analysis.

Keywords: interference microscopy; coherence scanning interferometry; three-dimensional transfer
function

1. Introduction

CSI is a well-established and widely used technique for many years. CSI instruments
typically comprise Mirau, Michelson, and Linnik interference microscopes [1] (Chapter 15).
Recently, progress has been made with respect to a full understanding of the transfer
characteristics of these instruments [2–10]. An appropriate theoretical description of the
transfer characteristics of CSI instruments is based on the physical optics or Kirchhoff ap-
proximation and results in a three-dimensional transfer function (3D TF), which represents
not only the transfer range in the 3D spatial frequency domain but also the weighting
of certain spatial frequency components [11–17]. The 3D TF is generally assumed to be
independent of the surface under investigation. The surface can be mathematically treated
by the foil model represented by a set of Dirac functions at certain height values depending
on the xy-coordinates in the object space [3,15,17]. The 3D Fourier transform (3D FT) of this
foil representation multiplied by the 3D TF results in the 3D Fourier transform of the image
stack as it is obtained by a CSI measurement. Alternatively, the surface can be treated as a
phase object [5,6,10,18]. According to Fourier optics, the 2D Fourier transform of the phase
object with respect to the transverse coordinates x and y equals the 3D FT according to the
foil model and thus can be multiplied by the 3D TF in order to obtain the 3D image stack
by an inverse 3D FT [6,9].

This contribution is our third paper of a trilogy of current publications. First, we
discussed the implications of the 3D TF bandwidth limitations in the context of CSI ap-
plications [6]. To achieve consistency, we introduced the double foil model that treats the
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reference wave field in the same way as the object field. However, the 3D TF used through-
out this first paper was just an approximation. In our second contribution, we present a
mostly analytical formula that enables the computation of the 3D TF of a microscope of
high numerical aperture in reflection mode assuming monochromatic uniform spatially
incoherent pupil illumination and a surface, which consists of point scatterers [19]. From
the 3D TF obtained under this assumption, the familiar modulation transfer function (MTF)
of a conventional microscope [20] results via integration along the axial spatial frequency
coordinate. Furthermore, the 3D FT of this 3D TF results in a 3D point spread function (PSF)
of a CSI system that perfectly fits to the point spread function obtained by an integration
approach under the same assumptions [8].

However, to the best of our knowledge, all common approaches to 3D transfer func-
tions of CSI instruments are valid under the assumption that the surface under investigation
is characterized by single point scatterers. This consideration holds for rough surfaces,
but CSI is often applied to measure objects with specularly reflecting surfaces or at least
specularly reflecting surface structures. For confocal microscopes, it is well known that
the transfer characteristics depend on whether the object under investigation is a point
scatterer or a specular surface [21] (Chapter 1), [22] (Chapter 3).

In this contribution, we will show that also in CSI the 3D TF for a specularly reflecting
surface differs from the 3D TF obtained in [19] for a scattering surface. We derive an
analytical formula, which allows for quantifying these differences. Unfortunately, this
complicates the modeling of CSI instruments, since, in some cases, the surface under
investigation consists of both specular surface sections and sharp edges, at which a portion
of the incident light is scattered. Note that specular surfaces encompass tilted plane mirrors
as well as curved deterministic structures such as sinusoidal or chirped surfaces [23].

In order to motivate our study, we start with a phase object, i.e., the optical field
U0(x, y) on a surface s(x, y) immediately after reflection is given by

U0(x, y, qz) = e−i qz s(x,y) ≈ 1− iqz s(x, y), (1)

where s(x, y) represents the surface height function and qz is the axial spatial frequency,
which depends on the wave number k0 = 2π/λ and thus on the wavelength λ of light
as well as on the angle of incidence θin, the incident plane wave includes with the optical
axis, i.e., the z-axis. For simplicity, (1) assumes constant reflectivity of the surface and unit
amplitude of the reflected field. Considering all possible angles of incidence, the mean
value qz,eq of the axial spatial frequency is related to the so-called equivalent wavenumber
keq = 2π/λeq by

qz,eq = 2keq.

Note that the phase object according to (1) can be also derived from the foil represen-
tation of the surface

o(x, y, z) = δ(z− s(x, y))

via Fourier transform

+∞∫
−∞

δ(z− s(x, y)) e−i qz z dz = e−i qz s(x,y).

The expression on the right-hand side of (1) is the first order Taylor series expansion
and thus holds only for weak phase objects, where |qz s(x, y)| << 1. If the surface is a
reflective one-dimensional sinusoidal diffraction grating of amplitude s0 and period Λ,
which is translationally invariant with respect to the y coordinate, then

s(x, y) = s(x) = s0 cos(2π x/Λ) (2)
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and the corresponding phase object can be expressed by the Fourier series

e−i qz s0 cos(2πx/Λ) =
+∞

∑
m=−∞

(−i)m Jm(qzs0) ei m 2πx/Λ (3)

with Jm the m-th order Bessel function of the first kind. Fourier transformation of the
corresponding optical field with respect to the x and y coordinate results in:

U0(qx, qy, qz) = U0(q)

= δ(qy)
+∞

∑
m=−∞

(−i)m Jm(qzs0) δ(qx −m 2π/Λ) (4)

≈ δ(qy)
(

δ(qx)− i
qz s0

2
(δ(qx + 2π/Λ) + δ(qx − 2π/Λ))

)
, (5)

where qx and qy are the transverse spatial frequencies. The last expression in (5) again
holds for weak phase objects, i.e., for surface amplitudes, s0 << λ. If the surface amplitude
is zero, i.e., s0 = 0,

U0(qx, qy, qz) = δ(qx)δ(qy).

Due to the limited numerical aperture (NA) of the objective lens, the diffracted far-field
is low-pass filtered with respect to the transverse spatial frequencies and bandpass filtered
with respect to the axial spatial frequency. If the grating frequency is small enough to be
transferred by the objective lens, the grating structure can be resolved. However, as soon as
the low-pass filtering effect by the objective lens goes ahead with an attenuation of the first
and higher order spatial frequency components compared to the zero order contribution
represented by the first term in (5) the amplitude of the surface, reconstructed based on the
measured phase values, will be attenuated too, i.e., the measured grating amplitude will
be smaller than the real amplitude.

In order to quantify these effects, we briefly summarize the Kirchhoff formulation
of [11,15,17] with respect to the scattering geometry of a microscope in reflection mode
as already published in our previous paper [6]. For simplicity, we assume a perfectly
reflecting surface and a monochromatic plane wave of wavelength λ and wavenumber
k0 = 2π/λ. According to Figure 1a, θin is the angle of incidence with respect to the z-axis
and φin the angle, the xy-component of the incident wave vector kin includes with the x-axis
(see Figure 1b). For an incident plane wave characterized by θin and φin, the normalized
scattered far-field Us(q) under the azimuthal angle φs and the scattering angle θs according
to Figure 1a,b results from the integration:

Us(q) =
1
A

∫
A

e−i(qx x+qyy+qzs(x,y))dx dy, (6)

where

q = ks − kin = k0

 sin(θs) cos(φs)− sin(θin) cos(φin)

sin(θs) sin(φs)− sin(θin) sin(φin)

cos(θin) + cos(θs)

 (7)

and the area A of integration corresponds to the field of view of the microscope. For a
surface, which is rough in the x-direction only, i.e., s(x, y) = s(x), q is given by

q = k0

 sin(θs) cos(φs)− sin(θin) cos(φin)

0
cos(θin) + cos(θs)

, (8)

where the angle φs depends on the scattering angle θs. The wave vector kr shown in
Figure 1a holds for specular reflection from a plane mirror in the xy-plane, i.e., s(x, y) = 0,
θs = θin = θr, φs = φin.
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Figure 1. Scattering geometry [6] (a) in the xz-plane; (b) in the xy-plane; (c) Ewald sphere construction
for a reflection-type microscope assuming plane wave illumination incident under an angle θin taking
all angles of incidence and all scattering angles that are covered by the objective’s NA into account;
(d) Ewald limiting sphere construction showing the vertical line corresponding to specular reflection,
an outer sphere of radius 2k0 and an axial low-frequency limit given by qz = 2k0

√
1−NA2. The blue

line represents the maximum transverse spatial frequency bandwidth along the qx axis at a certain
qz value.

Since a transfer function is defined as the system’s response with respect to a single
point scatterer represented by a 3D δ-function δ(x, y, z), determining the transfer charac-
teristics of a CSI instrument assumes a spherical wave propagating from a (virtual) point
source in the measurement arm for each reflected plane wave in the reference arm of the
CSI instrument [2,7,8,19].

Due to the symmetry of a microscope objective lens, the 3D transfer function H(q, k0)
shows rotational symmetry with respect to the qz-axis. Thus, replacing the coordinates qx

and qy by the new coordinate qρ =
√

q2
x + q2

y results in:

q =

(
qρ

qz

)
= k0

(
| sin(θs)− sin(θin)|
cos(θs) + cos(θin)

)
. (9)

As q according to (9) no longer depends on φin or φs, any cross section including the
qz-axis represents the complete TF. In the backscatter direction, θs equals −θin, and thus

qz =
√

4k2
0 − q2

ρ.

2. Results
2.1. Derivation of the 3D Transfer Function for Monochromatic Light

With respect to the following derivation, we refer to our paper [19] using the Ewald
or McCutchen sphere construction according to Figure 1c [7,13] considering that the angles
of incidence and the scattering angles are limited by the NA of the microscope objective.
The side view of the resulting Ewald limiting sphere (Figure 1) represents the cut-off in the
spatial frequency domain due to the NA of the objective lens [12,21,24].

For the calculation of the 2D MTF, two uniformly-filled circular apertures are corre-
lated [20]. The generalized physical situation is explained by Figure 2, where the incident
and the scattered wave vectors form spherical caps of radius k0 (see Figure 2a. The NA
limits the lateral extension of these caps, which are inverted with respect to each other
as shown in Figure 1c because of the different propagation direction of the incident and



Metrology 2021, 1 126

scattered waves with respect to the optical axis of the objective lens. The lateral and vertical
shift of the caps represents the lateral and the axial spatial frequency, respectively. Under
the assumption that the caps must intersect, the maximum axial shift is 2k0, whereas
the minimum axial shift equals 2k0

√
1−NA2 (see Figures 1c and 2a). Contributions of

the lateral spatial frequency components to the imaging process can be expected as long
as qρ ≤ 2k0 NA. Integration along the qz-axis results in the sum of the areas A′1 and
area A′2, which equals the intersection area of two laterally shifted circular apertures (see
Figure 2c). A′1 results via integration from qz,0 = k0

√
1−NA2 + k0

√
1− (qx/k0 −NA)2

to qz,max = 2k0

√
1− q2

z/(4k2
0). The corresponding lines of intersection of the two caps

are full circles tilted by the angle α (see Figure 2b). Hence, area A′1 resulting from inte-
gration is an ellipse (see Figure 2c). Area A′2 is attributed to the integration range from
qz,min = 2k0

√
1−NA2 to qz,0 and represents the difference between the intersecting area

of the two circles and A′1. The areas A1 and A2 used to obtain the 3D TF are related to A′1
and A′2 by

A′1(qz) = A1(qz) cos α, A′2(qz) = A2(qz) cos α. (10)

a)

,

,

,,

0
b)

sin

s

0

P

NA

/4

c)

Figure 2. Geometry for the derivation of the 3D TF according to [19]: (a) two spherical caps corre-
sponding to wave vectors of incident waves kin and scattered waves ks are correlated. The point P is
defined by vector q with coordinates qx and qz in the spatial frequency domain representing the shift
of the centres of the two spheres of radius k0; (b) the circle of intersection of the two spheres is char-
acterized by the radius ρ and the tilt angle α. The vectors −kin,1, −kin,2, ks,1, and ks,2 corresponding
to point P are located in the plane of incidence (qxqz-plane); (c) top view representing the area A′1 for
height shifts between qz,0 and qz,max as well as area A′2 for height shifts between qz,min and qz,0.

As shown in Figure 2b, area A1 is given by a circle of radius ρ = k0 sin θ1. In the
qxqz-plane, the points of intersection of circles of radius k0 centered around the origin and
point P are the end points of the two vectors −kin,1 and −kin,2 and the starting points of
the vectors ks,1 and ks,2. These vectors exhibit that each point P of the TF can be reached
by two different ray paths in the qxqz-plane as described by Quartel and Sheppard [16].
Due to the symmetry of the configuration,

θ1 = θ2 = arccos(|q|/(2k0)), (11)
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where |q| =
√

q2
x + q2

y + q2
z =

√
q2

ρ + q2
z . The angle α is given by

cos α = qz/|q| =
√

1− q2
ρ/|q|2 =

√
1− q2

ρ/(q2
ρ + q2

z). (12)

In order to calculate the 3D TF related to a point scatterer, we used the derivations
dA′1(qz)/dqz and dA′2(qz)/dqz [19]. According to the projection slice theorem [25], this
leads to the familiar MTF formula for a diffraction limited system by qz-integration. Here,
we are interested in the transfer function that holds for specularly reflective surfaces. In the
ideal case, according to energy conservation, the light reflected or diffracted at a specular
surface hitting the open aperture of the objective lens will contribute to the measured signal
without loss of energy. Under this assumption for a certain qz value, the 3D TF should
no longer depend on the qx coordinate. This is achieved if the multiplication by cos α is
renounced and the derivations dA1(qz)/dqz and dA2(qz)/dqz are used to define the 3D
TF. As a consequence, the intensity distribution of the reflected and diffracted light in the
pupil plane is no longer uniform. According to Figure 2b, A1(qz) is given by

A1(qz) = πρ2 = π k0 sin2 θ1 = π k2
0

(
1− |q|

2

4k2
0

)
(13)

and, therefore,
dA1(qz)

dqz
= −π

2
qz, (14)

where the negative sign agrees with the fact that the circle of the largest radius is assigned
to the smallest qz-value.

The contribution to the TF coming from the area A2 originates from skew rays [17],
the wave vectors of which leave the plane of incidence (qxqz-plane). Consistent with [19],
the derivation of A2 with respect to qz results in

dA2(qz)

dqz
=

π

2
− arccos

 |q| (qz − qz,min)

qρ

√
4k2

0 − |q|2

 qz. (15)

Hence, the desired formula for the 3D transfer function is:

H(qρ, qz, k0) =

∣∣∣∣dA1(qz)

dqz

∣∣∣∣ for qz,0 ≤ qz ≤ qz,max,

H(qρ, qz, k0) =

∣∣∣∣dA2(qz)

dqz

∣∣∣∣ for qz,min ≤ qz < qz,0,

H(qρ, qz, k0) = 0 elsewhere, (16)

where dA1(qz)/dqz and dA2(qz)/dqz are given by (14) and (15). This result is in agreement
with earlier calculations of interference signals arising from perfectly adjusted perfect
mirrors, i.e., for qρ = 0 [26,27]. In the following, H(qρ, qz, k0) is normalized to a maximum
value of H(qρ = 0, qz = 2k0, k0) = 1. The dependency on k0 in the argument indicates
that H(qρ, qz, k0) is the 3D TF for the monochromatic case, where k0 = 2π/λ. (16) is
an analytical formula that calculates the 3D TF for specularly reflective and diffractive
surfaces, comprising often used calibration standards in CSI. The differences between
the 3D TFs obtained in [19] for scattering surfaces and the 3D TFs according to (16) are
shown in Figures 3 and 4 for a wavelength λ of 500 nm and an NA of 0.55 (Figure 3) as
well as 0.9 (Figure 4). Note that, due to the rotational symmetry with respect to the qz-axis,
the results presented in this paper are cross sections of H(q, k0) in the qxqz-plane. In
the paraxial case, i.e., for small NA values, the differences between the TFs for specular
reflection and scattering will be negligible. However, for an NA of 0.9, differences of up to
0.25 appear. The deviations between the results can be explained by the different scattering
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behaviour in the two situations, which is well known from confocal microscopy [21]
(Chapter 1), [22] (Chapter 3). For the point scatterer, a constant intensity distribution of the
scattered light is assumed to appear in the pupil plane of the objective lens. This leads to a
scattering characteristic, which is similar to a Lambertian emitter, i.e., for a constant qz, the
scattered light intensity is maximum in the direction of reflection (θs = θr = θin) and falls
down continuously until the backscattering direction (θs = −θin) is reached. This can be
obtained from the factor cos α according to (12), which represents the major difference in
the calculation of the TF for a point scatterer and a specular surface. Equation (12) can be
rewritten as:

cos α =

√
1− 1

2
(sin θin − sin θs)2

1 + cos θs cos θin − sin θin sin θs
. (17)

On the other hand, the irradiance of reflected light incident on a perfect mirror under
an angle θin must be the same whether the mirror is perfectly aligned in the xy-plane or
if it is tilted by an angle θtilt = θin such that the plane wave is incident normal to the
surface. This is achieved by (14), which no longer depends on the qx coordinate. The 3D TF
discussed so far holds for conventional microscopes. Therefore, it should be mentioned that,
due to the symmetry of the arrangement according to Figure 2a,b and the uniform pupil
illumination, it equals the 3D TF of an interference microscope [6,19]. As a consequence of
the different 3D TFs shown in Figures 3 and 4, the MTFs also resulting from qz-integration
will be different as Figure 5 confirms. For the point scatterer, the MTF exactly agrees with
the MTF of a diffraction limited system [19], whereas in the specular case at high NA values,
the resulting MTF comes closer to a linear function (see Figure 5b). Additionally, note that
the plateau of H(qx, qz, k0) ∼ qz for qz,0 ≤ qz ≤ qz,max enables the perfect reconstruction of
the weak phase grating as long as

2π

Λ
≤ 2k0 NA ⇔ Λ ≥ λ

2 NA
,

which is the Abbe criterion of lateral resolution.

Figure 3. 3D representations of cross sections of the transfer functions H(qx, qz, k0) for NA = 0.55 and λ = 500 nm: (a) for
scattering objects; (b) for specularly reflecting objects; and (c) cross sectional view of the difference ∆H(qx, qz, k0) between
(b) and (a).

Figure 4. 3D representations of cross sections of the transfer functions H(qx, qz, k0) for NA = 0.9 and λ = 500 nm: (a) for
scattering objects; (b) for specularly reflecting objects; and (c) cross sectional view of the difference ∆H(qx, qz, k0) between
(b) and (a).
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Figure 5. Modulation transfer functions obtained from the 3D TFs, (a) according to Figure 3, and (b) according to Figure 4,
where MTF (scat) indicates the scattering and MTF (spec) the specular case.

2.2. Dependence of 3D Transfer Functions on Temporal Coherence

The results for monochromatic illumination shown so far can be easily extended to
the case of broadband illumination if the spectral distribution of the light source S1(k0)
and the spectral sensitivity S2(k0) of the optical system including the camera is considered
for the calculation of the 3D TF by

H(q) =
∞∫

0

S(k0) H(q, k0)dk0, (18)

where S(k0) = S1(k0) S2(k0). With respect to the transfer function H(q, k0), it should
be noticed that all Cartesian axes in q-space scale with the wavenumber k0. As a
consequence, the ‘wings’ of the transfer function at high qx and low qz-values will be
significantly shifted if the wavenumber changes. This is shown in Figure 6 for two
series of TFs. Figure 6a–c are related to an NA of 0.55 and a center wavelength of
550 nm. The spectral distribution obeys a Gaussian wavenumber distribution. From
Figure 6a–c, the spectral FWHM bandwidth as a function of the wavelength of light
increases from 2.5 nm (a) to 25 nm (b) and 100 nm (c). Figure 6d–f show the same for
an NA of 0.9. With respect to practical applications of CSI, a central wavelength of
550 nm is chosen. Instead of the wavelength of 500 nm according to Figures 3 and 4,
550 nm is a realistic value even if the FWHM equals 100 nm. In both cases shown in
Figure 6, with increasing spectral bandwidth, the transfer functions look more and
more blurred. 3D representations of the cross sections of the same transfer functions
are depicted in Figure 7. These exhibit that the size of the plateau in the center of the
3D TF decreases as the spectral bandwidth increases. In Figure 7c for NA = 0.55 and
FWHM = 100 nm, the plateau-like area is no longer visible.
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Figure 6. Cross sectional views of the transfer functions H(qx, qz): (a–c) for NA = 0.55, λ = 550 nm
and spectral FWHM of 2.5 nm (a); 25 nm (b); and 100 nm (c); (d–f) for NA = 0.9, λ = 550 nm and
spectral FWHM of 2.5 nm (d); 25 nm (e); and 100 nm (f).

Figure 7. 3D representations of cross sections of the transfer functions H(qx, qz) according to Figure 6: (a–c) for NA = 0.55,
λ = 550 nm and spectral FWHM of 2.5 nm (a); 25 nm (b); and 100 nm (c); (d–f) for NA = 0.9, λ = 550 nm and spectral
FWHM of 2.5 nm (d); 25 nm (e); and 100 nm (f).

2.3. 3D Transfer Functions and Surface Topography Reconstruction

This section is intended to investigate the impact of the shape of the 3D TF of an
interference microscope on the related surface topography reconstruction capabilities.
Recent publications by different researchers elucidating this subject [5,7,10,28] come to
the conclusion that, for the case of a uniformly-filled illumination pupil and sufficiently
small surface height deviations, the transfer function of a CSI instrument takes the form
of the familiar modulation transfer function (MTF) given by the autocorrelation function
of a circular pupil [20]. In our nomenclature, this means that, in order to obtain the CSI
measurement result in the spatial frequency domain, for a certain axial spatial frequency
value, the scattered field Us(q) would be multiplied by the 2D MTF, which depends solely
on the coordinate qρ defined in (9) due to the rotational symmetry. However, according to
the above sections, our results differ with respect to the following two points:
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• The 2D MTF can be derived from the 3D TF via integration with respect to the qz
coordinate [19]. Expressing the 2D MTF by an autocorrelation of a uniformly-filled 2D
circular pupil function assumes that both the illumination as well as the imaging pupil
plane is uniformly-filled. As discussed before, this requires single point scatterers
with certain scattering characteristics on the surface under investigation. In contrast,
specularly reflecting surfaces such as typical surface standards lead to a non-uniformly
filled image pupil function even if the illumination pupil is uniformly-filled (see
Figure 5).

• The stack of interference images resulting from a CSI measurement can be analyzed
at certain axial spatial frequencies. According to [5,10], this analysis is typically
performed for the so-called equivalent wavelength λeq, which corresponds to the
axial spatial frequency value qz,eq = 4π/λeq. As a consequence, not the integration of
H(q) with respect to qz plays a crucial role for surface reconstruction but the coarse of
the function H(qx, qy, qz = const.) for a certain constant qz-value. This value qz,eval is
related to what we call the ‘evaluation wavelength’ λeval by

qz,eval = 4π/λeval. (19)

Note that λeval may equal the equivalent wavelength λeq or not.

Sheppard and Larkin [26] introduce the NA-factor

f1 =
3
2

NA2

1− (1−NA2)3/2
(20)

for an aplanatic system with uniformly filled pupils. This NA-factor describes the increas-
ing fringe spacing depending on the NA of the optical system and, therefore, it can be used
to define the equivalent wavelength by

λeq = λ f1, (21)

or the equivalent axial spatial frequency

qz,eq =
4π

λ f1
=

2k0

f1
. (22)

Equation (20) can be derived as the center of gravity of the transfer function H(qx = qy =
0, qz, k0), i.e.,

qz,max∫
qz,min

q2
z dqz = qz,eq

qz,max∫
qz,min

qz dqz.

In practical applications of CSI, the evaluation wavelength λeval is mostly chosen such
that λeval = λeq. A slightly different alternative is to choose an evaluation wavelength

λeval = λ f2, (23)

which corresponds to a maximum bandwidth of the corresponding partial transfer function
H(qx, qy, qz = 2k0/ f2), (see the blue line in Figure 1d). This results in

f2 =
2

1 +
√

1−NA2
. (24)

If maximum lateral resolution is required, the evaluation wavelength should be chosen
such that

λeval = λ f3, with f3 =
1√

1−NA2
, (25)
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as marked by the dashed black line in Figure 1d. The three functions f1, f2, and f3 are
plotted in Figure 8.

Once the evaluation wavelength is chosen, the corresponding partial transfer function
H(qx, qy, qz,eval) is calculated and multiplied by the Fourier transformed phase object
U0(qx, qy, qz,eval) resulting in the filtered Fourier transformed phase object

U0,f(qx, qy, qz,eval) = U0(qx, qy, qz,eval) H(qx, qy, qz,eval). (26)

Fourier transform with respect to the transverse qx, qy coordinates leads to the filtered
phase object

F−1
qx ,qy

{
U0,f(qx, qy, qz,eval)

}
= U0,f(x, y, qz,eval) = ei qz,eval srec(x,y), (27)

from which the reconstructed surface profile surface can be obtained by

srec(x, y) =
1

qz,eval
arctan

(={U0,f(x, y, qz,eval)}
<{U0,f(x, y, qz,eval)}

)
, (28)

where ={. . .} represents the imaginary part and <{. . .} the real part. Figure 9 depicts cross
sectional views of the 3D TFs according to Figures 6 and 7 for NA = 0.55 and qz = 21.2 µm−1

(Figure 9a) as well as for NA = 0.9 and qz = 16.6 µm−1 (Figure 9b). Note that the values of
qz are chosen slightly higher than 2k0/ f2. Thus, H(qx, qz) shows a plateau even for spectral
distributions of slightly broader FWHM. For the lower NA, the cross sectional views in
Figure 9a exhibit a strong dependence on the spectral FWHM, whereas, in Figure 9b, the
changes are less significant.
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Figure 8. Numerical aperture factors: f1 is related to the equivalent wavelength, f2 corresponds to
the maximum bandwidth wavelength, and f3 to the maximum effective wavelength.
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Figure 9. Cross sectional views of the transfer functions H(qx, qz = const.) for different spectral
bandwidth given by the FWHM, (a) for NA = 0.55, λ = 550 nm, and qz = 21.2µm−1, (b) for
NA = 0.9, λ = 550 nm, and qz = 16.6µm−1.

Figure 10a shows the surface profile s(x) and the reconstructed surface profile srec(x)
of a cosine-shaped surface according to (2) of λ/10 = 55 nm peak-to-valley (PV) amplitude
and 0.5 µm period length. For the corresponding phase object U0(x, qz), (1) represents
a satisfactory approximation. The absolute value of the Fourier transform of U0(qx, qz),
with respect to the x coordinate (see (5)) is displayed in Figure 10b together with the
partial transfer function H(qx, qz,eval) for qz,eval = 21.2 µm−1 and an FWHM of 2.5 nm (see
Figure 9a) as well as the product H(qx, qz,eval) |U0(qx, qz)|. Due to the rectangular shape of
H(qx, qz,eval), the reconstructed profile shows only slight amplitude deviations caused by
higher diffraction orders which are not considered in the reconstruction. For Figure 10c,d,
the same profile and evaluation wavelength but an FWHM of 100 nm (see Figure 9a) is
presumed. Since the value of the partial transfer function H(qx, qz,eval) is below 0.5 at
the qx-position of the spatial frequency of the surface, the amplitude of the reconstructed
surface profile is less than half of the original amplitude too.
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Figure 10. Surface profile reconstruction using the transfer function H(qx, qz = const.) for NA = 0.55
and λ = 550 nm: (a,c) cosinusoidal input profile s(x) of 0.5 µm period length and 55 nm PV-amplitude
and reconstructed profiles srec(x); (b,d) corresponding partial transfer functions H(qx, qz = const.)
for qz,eval = 21.2 µm−1, absolute value of the electric field |U0(qx)| and product H(qx, k0)|U0(qx)|,
(a,b) for FWHM = 2.5 nm, (c,d) for FWHM = 100 nm.
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Figure 11 shows surface profiles s(x) and reconstructed surface profiles srec(x) of a
cosine-shaped surface of 550 nm peak-to-valley (PV) amplitude and 5 µm period length.
In this case, the corresponding Fourier transformed phase object U0(qx, qz) comprises
numerous diffraction orders as it can be seen in Figure 11b,d. In Figure 11b, for an FWHM
of 2.5 nm, higher order spatial frequency contributions are cut by the corresponding partial
transfer function H(qx, qz,eval) for qz,eval = 21.2 µm−1. For the broader spectral bandwidth
according to Figure 11d, corresponding to an FWHM of 100 nm, the higher order diffraction
maxima are damped down significantly. However, in both cases, the reconstructed profiles
agree quite well with the original input profiles (see Figure 11a,c).

In Figure 12, an input profile with 50 nm PV-amplitude and 0.3 µm period length
is presumed. This period is close to the resolution limit of 0.28 µm for NA = 0.9 and
λ = 500 nm. According to Figure 12a for qz,eval = 18.9 µm−1, the first order diffraction
component is cut by the corresponding partial TF in Figure 12b, such that the cosinusoidal
structure does not appear in the reconstructed profile. However, if qz,eval is reduced to
13.0 µm−1 (Figure 12c,d), the bandwidth of the partial TF increases and the cosinusoidal
structure is resolved, although the PV-amplitude is reduced approximately by a factor of 3.
This is in accordance with our experimental results published earlier [6,29].
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Figure 11. Surface profile reconstruction using the transfer function H(qx, qz = const.) for NA = 0.55
and λ = 550 nm: (a,c) cosinusoidal input profile s(x) of 5 µm period length and 550 nm PV-amplitude
and reconstructed profiles srec(x); (b,d) corresponding partial transfer functions H(qx, qz = const.)
for qz,eval = 21.2 µm−1, absolute value of the electric field |U0(qx)| and product H(qx, k0)|U0(qx)|,
(a,b) for FWHM = 2.5 nm, (c,d) for FWHM = 100 nm.
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Figure 12. Surface profile reconstruction using the transfer function H(qx, qz = const.) for NA = 0.9
and λ = 500 nm: (a,c) cosinusoidal input profile s(x) of 0.3 µm period length and 50 nm PV-
amplitude and reconstructed profiles srec(x); (b,d) partial transfer functions H(qx, qz = const.) for
FWHM = 25 nm, absolute value of the electric field |U0(qx)| and product H(qx, k0)|U0(qx)|, (a,b) for
qz = 18.9 µm−1, (c,d) for qz = 13.0 µm−1.

All results of surface profile reconstruction shown so far are based on the analysis
of the phase of the corresponding interference signals at the certain wavelength λeval.
However, in practical applications, CSI signal processing is usually a combination of
coherence peak detection and phase analysis [30–32]. Since the 3D TF is defined in the 3D
spatial frequency domain, it is obvious to determine the maximum position of the signal
envelope in the spatial frequency domain, too. As pointed out by de Groot and Deck [30],
the envelope’s position equals the derivative of the phase with respect to the axial spatial
frequency qz. Considering (1) and (2), the phase of

U0(x, qz) = ei ϕ(x,qz) = e−i qz s(x) (29)

results in
ϕ(x, qz) = −qz s0 cos(2πx/Λ). (30)

Thus, the surface topography can be reconstructed by:

− dϕ(x, qz)

dqz
= s0 cos(2πx/Λ) ≈

ϕ(x, qz,eval)− ϕ(x, qz,eval + ∆qz)

∆qz
, (31)

where ∆qz is an infinitesimal increment with respect to the qz coordinate.
In order to obtain the envelope position in the spatial frequency domain, we first

define based on (5)

U1(qx) = U0(qx, qz,eval + ∆qz)
H(qx, qz,eval + ∆qz)

H(qx = 0, qz,eval + ∆qz)
(32)

and

U2(qx) = U0(qx, qz,eval)
H(qx, qz,eval)

H(qx = 0, qz,eval)
. (33)
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Then, the derivative of the phase function is calculated numerically and the recon-
structed surface profile called coherence profile results in:

srec(x) ≈ 1
∆qz

={U2(qx)−U1(qx)}
<{U2(qx)−U1(qx)}

. (34)

Note that U1(qx) and U2(qx) are normalized such that U1(qx) = U0(qx, qz,eval + ∆qz)
as long as H(qx, qz,eval + ∆qz) = H(qx = 0, qz,eval + ∆qz) and U2(qx) = U0(qx, qz,eval) as
long as H(qx, qz,eval) = H(qx = 0, qz,eval). Under these assumptions, srec(x) = s(x).

Since (34) contains the difference of the electric fields depending on qx at qz,eval + ∆qz
and qz,eval, we can describe the influence of the instrument by the use of the envelope
transfer function defined as the normalized difference quotient

Henv(qx, qz,eval) =
H(qx, qz,eval + ∆qz)− H(qx, qz,eval)

H(qx = 0, qz,eval + ∆qz)− H(qx = 0, qz,eval)
, (35)

where Henv(qx = 0, qz,eval) = 1. As long as Henv(qx, qz,eval) = 1, the reconstructed coher-
ence profile equals the original profile, i.e., srec(x) = s(x). Unfortunately, the function
Henv(qx, qz,eval) no longer shows a simple low-pass filter characteristic and thus the results
of envelope and phase evaluation may be different. The occurring problem is explained
by Figure 13, which shows H(qx, qz) and cross sections of H(qx, qz) for constant values
of qx = 0 µm−1 and qx = 15.7 µm−1 belonging to the real and the imaginary part of
U0(qx). The horizontal dashed red line in Figure 13a and the vertical dashed red line in (b)
correspond to qz,eval = 19.0 µm−1. Equation (35) results in the normalized derivative of
H(qx, qz) with respect to qz at qz = qz,eval. Figure 13b shows that Henv(qx, qz,eval) is positive
for qx = 0 µm−1, whereas it is negative with a much higher gradient for qx = 15.7 µm−1.
As a consequence, the transfer function Henv(qx, qz,eval) according to Figure 14b,d results,
which leads to the reconstructed coherence profiles in Figure 14a,c depending on the period
of the input surface. Due to the large absolute value and the negative sign of Henv(qx, qz,eval)
for qx = 15.7 µm−1, the reconstructed profile in Figure 14c is inverted and the amplitude is
approximately seven times the amplitude of the original profile. This effect has already
been obtained from experimental investigations [33]. If the period of the surface is doubled
(i.e., Λ = 0.8 µm), the evaluation of the coherence peak position results in Figure 14a,b.
In this case, the reconstructed profile perfectly agrees with the original profile.
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Figure 13. (a) Cross sectional view of the transfer function H(qx, qz) for NA = 0.9, λ = 500 nm and
FWHM of 25 nm, (b) H(qz) for qx = 0µm−1 (blue line) and qx = 15.7 µm−1 (red line).
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Figure 14. Surface profile reconstruction by coherence peak detection using the transfer function
Henv(qx, qz,eval) for NA = 0.9 and λ = 500 nm: (a) cosinusoidal input profile s(x) of 0.8 µm
period length and 50 nm PV-amplitude and reconstructed coherence profile srec(x); (b) partial
transfer function Henv(qx, qz,eval) for qz,eval = 19.0µm−1 and FWHM = 25 nm, absolute value of
the electric field |U0(qx)| and Henv(qx, qz,eval)|U0(qx, qz,eval)|; (c) cosinusoidal input profile s(x) of
0.4 µm period length and 50 nm PV-amplitude and reconstructed coherence profile srec(x); (d) same
corresponding partial transfer function Henv(qx, qz,eval), absolute value of the electric field |U0(qx)|
and Henv(qx, qz,eval)|U0(qx, qz,eval)|.

Note that the enhancement-effect of high-frequency contributions depends on the
coherence length of the contributing light. Furthermore, the NA of the system affects its
extension along the qx-axis. It should be mentioned that the same phenomenon appears at
higher surface slopes, where the reflected light is attributed to higher transverse spatial
frequency contributions [6,9,34–36]. Furthermore, the effect hardly depends on whether
the 3D TF of a specular surface or a point scatterer is presumed to be valid.

As a final example, Figure 15 shows the measured topography of a diamond milled
aluminum mirror as a real-world object. The comparison of the results of envelope analysis
in Figure 15a and phase analysis in (b) exhibits that the envelope result is characterized by
high-frequency components, whereas the result of phase evaluation appears to be low-pass
filtered. We suppose that this is a consequence of the high spatial frequency enhancement
introduced in Figures 13 and 14. However, since the NA is 0.55 in Figure 15, the bandwidth
for high-frequency enhancement is even broader in this case. In both cases, the sawtooth-
like grooves of approximately 50 nm depth originating from the manufacturing process
can be recognized. Although the theoretical derivation of the 3D TF reported in Section 2.1
neglects the central obscuration due to the reference mirror in a Mirau interferometer, the
results according to Figure 15 confirm the basic effect of different spatial frequency transfer
characteristics depending on whether the coherence or the phase profile is analyzed.
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Figure 15. Measured 3D topographies of a diamond milled aluminum mirror using a Mirau CSI
with NA = 0.55, a red LED with a central wavelength of 630 nm for illumination and an evaluation
wavelength λeval of 670 nm, (a) result of envelope evaluation; (b) result of phase evaluation.

3. Discussion

This work uses a previously introduced CSI model called the double foil model,
which is a combination of both Kirchhoff’s diffraction theory and Abbe’s theory of image
formation in a microscope. According to this model, both the surface of the object under
investigation as well as the reference mirror of the interferometer are treated either based
on the foil model or, equivalently, as a phase object. The light scattering process assuming
spatially incoherent Köhler illumination is described by the use of an Ewald sphere allowing
for determining the transfer function of a CSI instrument depending on its numerical
aperture. In addition, we introduced a mostly analytical computation method to calculate
the 3D TF of a microscope in reflection mode under the assumption that the object under
investigation can be described by single point scatterers. This transfer function agrees
with the 3D TF of an interference microscope under the same assumption, namely that the
surface under investigation consists of point scatterers.

Based on these fundamentals, we derive an analytical formula that calculates the 3D
TF for specular surfaces, which typically needs to be considered if calibration surfaces
are being measured. The procedure is similar to the calculation introduced in context
with the 3D TF for point scatterers. However, the results are different. Consequently, the
transfer function of an instrument depends on whether the surface under investigation
is represented by point scatterers or by specular reflection. Since the 3D TF mentioned
above holds for monochromatic light only, we additionally study the consequences of
limited temporal coherence considering the spectral bandwidth of the light source. It
turns out that transfer characteristics and, therefore, the surface reconstruction capabilities
in CSI strongly depend on the spectral bandwidth of the light source and the spectral
sensitivity of the optical system. The surface of a weak phase object can be reconstructed
by use of a partial transfer function, which equals a cross section of the 3D TF for a
certain axial spatial frequency value qz. In this context, it should be mentioned that most
commercial CSI instruments use spectrally broadband light sources such as white-light
LEDs or tungsten lamps. However, the results shown here demonstrate that, for medium
and high NA systems, light sources of smaller spectral bandwidth sometimes provide a
better lateral resolution.

Finally, we show that, for certain transverse spatial frequencies of a periodic surface,
the results obtained by CSI measurements will significantly differ, depending on whether
the phase or the envelope of the interference signals recorded by individual camera pixels is
being analyzed, resulting either in the phase or in the coherence profile. In an extreme case,
the coherence profile obtained from the envelope will be inverted and show much higher
amplitudes compared to the original surface. Strong deviations between the real surface
profile and the measured coherence profile also appear at steeper surface slopes, where the
corresponding transverse spatial frequency contributions are located at higher values, such
that the envelope of the interference signals shifts due to changes of the envelope transfer
function introduced in Section 2.3. In contrast, the profiles obtained from the phase show
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no inversion but possibly a reduced amplitude due to the low-pass filter characteristic of
the TF. This effect can also be recognized in a measurement result taken from a precision
manufactured metallic mirror.

4. Materials and Methods

The results presented in this paper primarily follow from the theoretical considerations
of Section 2. The corresponding formulae are either derived in this paper or are taken from
the references mentioned. Computations are conducted and diagrams are plotted using
Matlab software.

The experimental results shown in Figure 15 are obtained with a home-build CSI
instrument equipped with a Nikon CF IC EPI Plan DI 50x objective lens.

5. Conclusions

In this contribution, three-dimensional transfer functions of CSI instruments are
derived and analyzed. The effects introduced and discussed especially appear in CSI
systems of higher numerical aperture, where the paraxial approximation no longer holds.
Such instruments are needed if high lateral resolution in the sub-micrometer range is
required. It is shown that, in contrast to usual assumptions, the three-dimensional transfer
function depends not only on instrumental characteristics but also on the surface under
investigation. Different transfer functions apply if the object’s surface can be characterized
by single point scatterers or by specular reflection and diffraction. This is physically
evident, since, as long as the reflected or diffracted light from a perfectly reflecting surface
is collected by the objective lens, no radiation energy is lost, whereas single scatterers on a
surface always lead to a loss of the incident radiation energy. For small numerical apertures,
fulfilling the paraxial approximation the 3D transfer function can be simply approximated
by the value of one within the transfer range of the system, independently on whether the
surface can be characterized by reflection, diffraction or scattering.

In addition, the three-dimensional transfer behavior of CSI instruments strongly de-
pends on the spectral bandwidth of the light source and the camera. In certain cases, a
narrow spectral bandwidth is advantageous regarding the lateral resolution of the instru-
ment. In addition, systematic deviations appear if either the position of the coherence
envelope or the phase of a CSI signal is used for the topography reconstruction. A de-
tailed analysis of the three-dimensional transfer function reveals that, for the effective
wavelengths, which are typically used in CSI signal processing, the surface topography
obtained via phase evaluation of the interference signals is generally accompanied by an
optical low-pass filtering of the spatial frequency contributions of the surface. In contrast,
the topography derived from the coherence peak or envelope position of an interference
signal may lead to enhanced higher spatial frequency surface components in the measured
topography data. Thus, the results presented in this paper provide detailed insight into the
transfer behavior of CSI instruments and help to better understand the resulting physical
phenomena. Furthermore, they may contribute to building more realistic virtual instru-
ments and estimating the uncertainty of a certain measurement result. Finally, the findings
presented in this contribution enable extending the signal analysis strategy of CSI systems
in order to fully access the measurement capabilities of a given interferometer system.
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