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Abstract: Crash hotspot identification (HSID) is an essential component of traffic management
authorities’ efforts to improve safety and allocate limited resources. This paper presents a method
for identifying hotspots using self-organizing maps (SOM). The SOM method was used to identify
high-risk areas based on five commonly used HSID methods: crash frequency, equivalent property
damage only, crash rate, empirical Bayes, and the societal risk-based method. Crashes on a major road
in Iran were examined using the proposed method. Based on these criteria, high-risk locations were
grouped into six clusters, which provided appropriate criteria for each location depending on the
importance of the cluster. The findings show that the identification of crash hotspots tends to focus on
areas with more crashes and deaths, demonstrating that the research methodology was appropriate.
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1. Introduction

Road crashes are rare events with far-reaching consequences that statistically account
for a small share of the total real-world interactions between drivers and the road envi-
ronment. While occasional, the information that can be gleaned from such events is the
most valuable data for road safety engineers in mapping the possible causes of a crash.
Therefore, crash data, followed by identifying crash hotspots, are a vital component of
safety diagnosis [1,2].

The identification of hotspots in crashes is an active area of research. Hotspot iden-
tification (HSID) is a method of identifying sites with promise, hazardous locations, or
high-risk areas (sites that experience greater risk than expected). The terms refer to points
where traffic crashes have a high number and characteristic or where there may be a higher
risk of injury over a certain period as a result of road conditions, traffic conditions, climate,
or the environment. There is usually an uneven distribution of traffic on roads. A road
section with a high concentration of crashes can affect the overall safety of the road and
even determine it to some extent. To improve road safety, it is most effective and economical
to eliminate safety hazards in concentrated road sections.

This is one of the essential aspects of improving the roadway safety performance of the
roadway network, since high-crash locations severely reduce the quality of road services [3].
The most necessary step in improving road traffic safety is to determine the areas of the
road that need immediate improvement. Furthermore, locations can be prioritized based
on importance and urgency, and acceptance criteria for increasing traffic safety can be
defined and adapted. Therefore, many methods have been used to identify and prioritize
high-crash points.

The process of studying crashes is divided into two stages: prevention and treatment.
The purpose of the prevention stage is to identify high-hazard road sections to prevent
crashes. The treatment stage, on the other hand, aims to reduce losses involved in crashes
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and the severity of the crashes by implementing corrective measures. Due to this, identify-
ing hotspots is an integral part of engineering programs that aim to improve the safety of
transportation networks as part of an effort to make them more reliable [4]. Considering
the problem of identifying crash-prone locations, Norden et al. used final quality control
methods to analyze road crash data beginning in the 1950s, and this was continued with
several studies [5,6]. The results of these studies include several methods that have been
proposed to identify and rank high-crash locations on the road network. Although these
studies are very similar, they differ greatly in many ways.

Researchers have conducted substantial research on the method of identifying crashes.
Methods for identifying hotspots for traffic crashes consist of direct and indirect methods.
Within the direct methods, historical traffic crash data are analyzed and the method includes
crash frequency analysis, crash rate analysis, crash frequency–crash rate analysis (AF-
AR), quality control analysis, cumulative frequency analysis, matrix analysis, gray theory
analysis, and regression analysis. As an alternative to historical data on traffic crashes,
indirect methods, such as traffic conflict techniques and safety factor methods, use another
type of intermediary.

It is important to note that most of the studies that provide safety estimates in different
transportation networks rely on the reporting of recorded crash statistics. In addition to
determining the location of the crash using a map method, the crash frequency method,
the crash rate method, and the safety index method, there are several other methods of
determining the location of a crash [4]. For example, in the case of marking on a map,
hotspots are demarcated visually by markings on sections of the road where crashes
have occurred [7]. There have been a number of studies and publications that have
used alternative methods, such as frequency, density, crash rate, distance rate frequency,
and crash rate by distance and time [7,8]. Moreover, methods such as quality control,
crash severity, and EPDO attempt to analyze the problem of high-crash locations more
qualitatively [7].

An SOM algorithm is an unsupervised machine learning technique that creates low-
dimensional representations of high-dimensional data sets while preserving their topology.
A data set with n observations and p variables could be represented as clusters of obser-
vations. High-dimensional data can therefore be visualized and analyzed more easily
because observations within proximal clusters have similar values. In the same way, as
with most neural networks, self-organizing maps function in two modes: training and
mapping. Through an input data set (called the “input space”), a training algorithm
generates a low-dimensional representation of the input data (called the “map space”).
Afterward, mapping uses the generated map to classify additional input data. By finding
the node with the smallest distance metric to the input space vector, the map can be used
to classify additional observations for the input space. In other words, the self-organizing
map (SOM), also known as the Kohonen map or topology-preserving feature map, is a
neural network method that can cluster, classify, estimate, predict, and mine data in a wide
range of disciplines, including signal recognition, the organization of large collections of
data, process monitoring and analysis, modeling, and water resource management. As
a typical SOM, the desired solutions or targets are not given, and the network learns to
cluster the data by recognizing different patterns. As mentioned, the identification of road
sections characterized by a high of risk crashes is the first step for any successful road safety
management process, considering the limited available resources. Although researchers
started to study hotspots decades ago, there are many unanswered questions in this field. In
the identification process of hotspots, three main methods can be used: screening methods,
clustering methods, and crash prediction methods. Many case studies have been pub-
lished describing each method’s advantages and disadvantages. These studies concentrate
mostly on one type of road each time, although road characteristics (i.e., speed, ADT)
can highly affect the success and precision of the applied method. As a result, research
has identified crash-prone hotspots based on one specific factor and has not considered
other affective factors. The identification of crash-prone points on roads typically relies
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on a specific method that includes some parameters of crash occurrence, and there is no
classification of crash-prone hotspots to eliminate them. Therefore, a method is needed
to assess the factors affecting crashes and identify crash-prone hotspots based on their
combination [9]. Accordingly, the present study uses SOM to cluster high-traffic locations
and identify high-priority locations, resulting in the better allocation of financial resources.
The first step is to identify crash-prone potential hotspots by using various methods of
identifying crash-prone locations. Then, crash-prone points are clustered and classified
using the SOM method. Random sites are clustered based on the criteria presented in this
clustering. Clusters have areas that are compatible with one another and have the most
separation from each other.

2. Materials and Methods

In this paper, the following HSID methods have been used: the crash frequency
(CF), the crash rate (CR), the ranking of equivalent property damage only crash frequency
(EPDO), societal risk-based (SRCM), and the empirical Bayes (EB) method [3,8,10–17].

2.1. Crash Frequency (CF)

CF ranks the sites in descending order of observed crash frequency as the simplest
and most commonly used method. Thus, the number of crashes at each segment during a
specified period reports the safety performance of the road segment.

2.2. Crash Rate (CR)

The CR method is defined as the crash count divided by the total entering volume
for a roadway segment and ranks road segments by their crash rate; it normalizes the
frequency of crashes with exposure.

2.3. Equivalent Property Damage Only Crash Frequency (EPDO)

To develop a combined frequency and severity score and consider crash costs in
calculations, EPDO weights each crash based on its severity. Property damage only (PDO)
crashes are assumed as one unit, and other types (fatal, injury) are weighted concerning
their severity level.

2.4. Societal Risk-Based Crash Hotspot Identification (SRCM)

Considering the impacts of crashes on societal monetary loss, SRCM estimates the
amounts that individuals are willing to pay to reduce the risk to their lives and takes
the monetary losses caused by different crash severities by converting crashes into their
corresponding economic losses.

2.5. Empirical Bayes (EB)

In the empirical Bayes approach, data are gathered by calculating a sample mean and
variance based on reference sites similar to the ones under evaluation, or by calculating a
safety performance function that relates the crash frequency of the reference sites with their
characteristics. Therefore, the crash frequency would be modified by using the reference
sites, and a more accurate estimation of the crash average long-term frequency could be
obtained. The crash frequency average and the population reference variance must be
calculated if the time procedure is used.

2.6. Self-Organizing Map (SOM)

Introduced by Kohonen in the 1980s, SOM is an unsupervised machine learning
technique used to reduce the input dimensionality to represent its distribution as a map,
which converts complex statistical relationships among high-dimensional data into simple
geometric relationships on a low-dimensional display (Figure 1) [18]. In a nutshell, SOM
is a classification technique in which data points are grouped by similarity. By applying
a competitive learning rule, output nodes compete among themselves for the chance to
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represent distinct patterns within the input space. The learning process in SOM is not
guided by predefined target outcomes (such as supervised networks). Thus, a form of
data-driven learning by observation reveals the hidden patterns in the data set [19,20].
Data clustering can be performed with SOM without knowing the class memberships of
the inputs. The learning algorithm operates in three stages, competition, cooperation, and
adaptation, in which, respectively, output nodes compete with each other, and the winning
nodes determine the spatial location of a neighborhood of cooperating nodes. Finally,
weight vectors are adjusted in favor of higher values of discriminant functions for the
winner and its neighboring units on the map [19,21–23].
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By preserving the relationships (i.e., topology) in the data, but not the distances,
SOMs are designed to transform complex high-dimensional input spaces into simpler, low-
dimensional (typically two-dimensional), discrete output spaces. Nodes in the output space
are located spatially, indicating that the data in the input space contain inherent statistical
characteristics. The principal component analysis and multidimensional scaling techniques
are well-known techniques for dimension reduction. SOM procedures are nonparametric
but have several advantages over these multivariate methods. The first advantage is that
they do not require independence among variables or assumptions about their distributions.
A second benefit is their ease of implementation, as well as their capability to solve complex,
nonlinear problems. The algorithms are also more effective when dealing with noisy and
incomplete data, very small dimensionality, and unlimited samples. SOMs are trained
using an unsupervised learning algorithm, one of the architectures and algorithms offered
for artificial neural networks. In other words, unlike supervised networks, SOM learning
does not involve predefined target outcomes. This allows hidden patterns in the data
set to be discovered through observation rather than example-based learning. Using a
competitive learning rule, SOMs learn without a teacher by competing among their output
nodes to represent distinct patterns in the input space. As input nodes send information to
output nodes, SOMs’ feedforward nature allows information to flow only in one direction,
without looping or cycling. An SOM contains nodes in both input and output layers, which
means that the input and output layers are connected (with weights).

SOMs are formed through three distinct processes, which can be summarized
as follows.

(1) Competition: This is a means for output nodes (neurons) in a self-organizing map
to compete for the representation of the input sample. A discriminant function is used to
measure representation success, which compares input vectors with the weight vectors of
the output nodes. There is a competition to determine the node whose connection weights
most closely match those of the input sample. There are a number of different functions to
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determine the winner, i.e., the best-matching unit (BMU) on the map. The most commonly
used one is the Euclidean distance.

(2) Cooperation: The SOM is a topographic organization that represents inputs with
similar properties in the output space, similar to the way in which neurons dealing with
closely related information are located close together so that they are able to interact
via short synaptic connections. Neighborhood information is necessary for this to occur.
Cooperating nodes form neighborhoods based on the spatial location of the winning node.
Those nodes that share many common features activate one another to be able to learn from
the same input.

(3) Adaptation: The weight vectors of the winner and its neighboring units are adjusted
to favor more highly discriminant functions. These nodes become more similar to the input
sample through this learning process. Thus, nodes that respond strongly to a specific piece
of input data will be more likely to respond to similar input data in the future.

The SOM repeats these processes for all training samples. Using this method, different
locations on the map are trained to respond strongly to various types of data.

In the present study, due to the high volume of calculations required to identify high-
crash areas based on the SOM method to implement the SOM clustering process in this
research, MATLAB software is used.

2.7. Case Study Data

The case study area is a 63-km section of a two-line road in Jiroft–Sirjan (Figure 2),
Iran, for which related geometric data, traffic volumes, and crash records were collected.
Then, the chosen section was divided into 63 homogenous 1000-m-length segments based
on horizontal alignment characteristics and traffic flow volumes. Moreover, crash data
from 2018 to 2020 were collected by analyzing police reports and were integrated with
detailed site inspections. Data indicate that 346 crashes occurred in the analysis period;
147 crashes were severe (fatal plus injuries).
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3. Results and Discussion

In the present study, the results obtained from five methods of identifying high-crash
locations have been used as the desired parameters to identify hotspot locations based
on the SOM method. Therefore, the methods used as parameters in this research are
the crash frequency (CF), the ranking of equivalent property damage only (EPDO) crash
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frequency, the crash rate (CR), the empirical Bayes (EB), and the societal risk-based method.
In total, 55 sections have crashes and 8 sections have no crashes on the studied road,
respectively. The data related to the 55 sections with crashes on the studied road are used
as the input data. Then, according to the five indicators, 55 input vectors are given to the
desired SOM network with five components. Moreover, using Vesanto and Al-Honiemi’s
recommendation, the number of SOM network clusters can be determined from the same
number of the total data [24]. This study trained the SOM network with 600 iterations in
structuring using six default clusters (i.e., 2 by 3 topologies) and the hexagonal topology
(LinkDist) function. The number of network neurons will therefore equal six based on
this notion. As shown in Figure 3, after the implementation of the network, the distance
between the centers of these six clusters (network neurons) is the same as the neighborhood
similarities.

In Figure 3, the distance diagrams of neurons (clusters) show that the greater the
distance between two neurons, the darker their neighborhood line. The smaller the distance
between them in real space, the more similar they are, and the lighter the color. This
shape is known as the U matrix. This matrix helps to interpret multidimensional data in a
two-dimensional image. In Figure 4, we also show the neighborhood connections between
clusters. As can be seen from Figure 4, each cluster (neuron) can have a maximum of six
links (neighborhood) in the hexagonal structure, and it is also clear as to which cluster
(neuron) each cluster (neuron) is connected. Meanwhile, in the diagrams (numbers 2 and 3),
the horizontal and vertical dimensions indicate the dimensions of the topology (i.e., 2 × 3),
respectively, and these dimensions are dimensionless (Figure 5).

Considering that the high-crash sections in this clustering are divided into six clusters,
it is now possible to identify and classify the high-crash points of the studied road based
on the location of each high-crash section in each cluster. More attention should be paid
to the top cluster, and more investment should be made in repairing these crash-prone
locations. Therefore, to identify the superior cluster and better invest the available budget,
the information presented in Table 1 shows each cluster’s output in the form of the cluster’s
center. In Table 1, the center vector of each cluster is calculated using the net.IW command in
MATLAB, where each row has six components corresponding to the five indices examined.
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Table 1. The centers of each cluster based on five indicators.

Indices Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6

AF 13.2500 5.2500 14.7143 18.7500 5.2308 1.8125
EPDO 40.1250 16.5625 30.4286 40.3750 10.2308 2.9063

AR 6.4733 2.5649 7.1887 9.1604 2.5555 0.8855
EB 12.1525 5.5994 13.3520 16.6578 5.5836 2.7836

Societal
risk-based 108.6220 43.5340 2.7669 45.4420 0.8935 0.2115

Total 180.6228 73.5108 68.4505 130.3852 24.4942 8.5994

Therefore, according to Table 1, the centers obtained from it, and the sum of the centers
of each cluster, the clusters are ranked. The result of this ranking and the most hotspot
sections of each cluster are shown in Table 2. Moreover, Table 2, based on the sum of the
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centers’ index, shows that cluster 1, with four hotspot locations, is better than the other
clusters. Cluster 1 is followed by clusters 4, 2, 3, and 5. Finally, cluster 6, with 16 hotspot
locations, is the safest cluster in this category.

Table 2. Hotspot sections in each cluster.

Cluster Kilometers of Sections Located in Each Cluster Ranking of Cluster

1 23, 35, 43, 58 1
2 4, 7, 13, 19, 22, 24, 48, 51, 60 3
3 5, 21, 27, 30, 40, 45, 55 4
4 15, 18, 20, 25, 50 2
5 8, 10, 12, 17, 26, 29, 31, 32, 33, 34, 36, 37, 38, 42 5
6 1, 11, 14, 16, 28, 39, 41, 44, 46, 47, 52, 53, 57, 59, 62, 63 6

4. Conclusions

One of the most negative impacts of the development and building of transportation
systems in many countries is road crashes, which result in the loss of lives. The social and
economic losses caused by these crashes are another cost that is added to the overall cost
of the crash. The implementation of safety measures is costly and restricted funds impose
limitations on the number of sites that may be treated. To make the best possible use of the
limited amount of funds, it is, therefore, necessary to define the priorities of the high-risk
sites and their related safety measures so that they can be used as effectively as possible.

Although several approaches have been proposed for identifying high-crash road loca-
tions, each of them investigates different aspects of hotspot identification methods [25–29].
Some of these methods have limitations and shortcomings, such as turning to places with
high traffic volumes and not considering the nature of crashes. In this study, a method has
been presented that considers more relevant and influential factors in crashes. Considering
the combination of different identification methods and covering their shortcomings leads
to the better identification of hotspots. Only a series of crash-prone sections are identified
in prior studies related to hotspot identification, and their priority is not determined. There-
fore, in the present study, the self-organized neural network (SOM) method is used as a
suitable and remarkable method for classifying and identifying high-crash points.

To analyze and identify high-crash locations based on the SOM method to implement
SOM clustering, MATLAB software has been used. The records of 55 hotspot sections on
the Jiroft–Sirjan road in Kerman Province were obtained by analyzing police reports, which
were integrated with detailed site inspections. In the analysis period, 346 crashes occurred;
among them, the number of severe crashes (fatal plus all injuries) was 147. Eventually,
to identify hotspot locations based on the SOM method, the results obtained from five
methods of identifying high-crash locations were used as the desired parameters. The
parameters used in this method were the crash frequency (CF), the ranking of equivalent
property damage only (EPDO), the crash rate (CR), the empirical Bayes (EB), and the
societal risk-based method. All hotspots were clustered into six categories concerning these
criteria as to appropriate services that could be provided for each high-crash point based
on the importance of each cluster. The sum of centers indicator in clusters was used to rank
and determine the significance of each cluster.

Therefore, as shown in Table 2, the first cluster, with four hotspot locations, has been
identified as the highest-priority cluster. The forth cluster was identified as the second most
important, followed by the second, third, and fifth clusters. Finally, the sixth cluster, with
16 hotspots, was recognized as the safest cluster in this category.

The findings indicate that self-organized neural networks (SOMs) can be used as a
suitable tool for multidimensional data analysis and clustering. The method allows the road
safety decision-maker to identify similar high-crash sections that require similar policies
and financial resources to address their crash occurrence and place them in the same cluster.
This is especially important when the number of crash hotspots on the road is very high, but
the recovery budget is limited. Therefore, in this study, using the self-organized mapping
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algorithm (SOM), hotspot locations that need more attention have been identified, and
thus, given that similar hotspot locations can be found in the cluster separately, and the
hotspots of each road can be identified, services and financial resources can be provided to
eliminate crash hotspots based on proper clustering.

Besides the several approaches to identifying crash hotspots and improving safety in
these sections, public policies can be helpful in reducing crashes. For example, applying
a multimodal public transport system that is well integrated with the land use system
can encourage people to stop using private cars. Directing the attention of planners and
policymakers toward sustainable mobility can facilitate a reduction in traveling by private
modes and thus reduce the risk of crashes [30–33].

It should be noted that the results obtained are based on several HSID methods, and
the results may change when other methods are used. However, the research results
are significant. Furthermore, further study should be undertaken in different areas and
with other HSID methods to obtain more confidence in the benefits of using the self-
organizing mapping (SOM) method. Although the present model could be extended to
different clusters, fuzzy neural networks are a powerful method for predicting phenomena.
Therefore, to expand the present study, it is possible to combine artificial neural networks
with fuzzy logic or optimization for each new section category. This approach will lead to
methods for uncertain situations.
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