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Abstract: Some diseases are known to cause or coincide with volume changes of certain structures in
the body. Since these changes can be used to identify diseases, in this paper, we aimed to discover such
new correlations. To this end, we trained a machine learning model based on the TotalSegmentator
model on computed tomography (CT) image data, to segment 104 anatomical structures, while trying
to improve the accuracy of the model. We then used the model to segment CT scans of decedents
who had at least one of 18 diseases. After correlating the structure volumes with disease occurrences,
a possible new correlation between chronic artery failure and iliac artery volume was found and
others were confirmed. However, due to the limitations of the model and the underlying data, further
research is required.
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1. Introduction

The human body is an intricate network of cooperating structures and organs, which
has not yet been fully explored. Diseases affecting one part of the body can thus have
an effect on different, possibly otherwise unrelated parts of the body and may cause it to
change. A simple and well-known example of this is spleen enlargement in patients with
liver cirrhosis. This is due to the fact that when damaged tissue inside the liver blocks the
blood flow coming from the portal vein, organs along the portal system, such as the spleen,
experience higher blood pressure and increase in size and stiffness [1]. The coincidence
of such changes with certain diseases may tell us more about the human body and may
lead to improved diagnoses and treatment plans. To make further progress in this area, we
looked at the distribution of volumes of anatomical structures, including bones, organs,
large vessels, and large muscle groups, in patients with different diseases using computed
tomography (CT) scans from patients who have a medical history of chronic or acute disease,
and by correlating those disease markers with the volume of the aforementioned structures.
During this work, we employed the TotalSegmentator model, which is an artificial neural
network (ANN) [2], used for the segmentation of 104 anatomical structures [3], in order to
support radiologists in evaluating radiological scan data. Additionally, we also attempted
to improve the accuracy of the model by exploring different training parameters, such as the
training duration and learning rate schedule. The 349 CT scans on which statistical analysis
was performed were taken from the New Mexico Decedent Image Database (NMDID) [4],
a database of postmortem CT scans routinely performed on decedents from New Mexico.
The most common diseases among the patients are hypertension and diabetes type II. This
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arises from the way the data were chosen, since hypertension and diabetes type II are
common among elderly people, which themselves are common in the NMDID, due to its
nature as a database of scans of deceased individuals.

This kind of statistical analysis of organ sizes has previously not been conducted on
this scale to our knowledge. New correlations can improve diagnostics by improving the
diagnostic value of a CT scan and making it possible to recognize signs of diseases not
originally checked for.

2. Materials and Methods
2.1. Model

The model used is a modified nnU-Net [5], a model and training framework developed
by the MIC-DKFZ team, who aimed to develop a specialized model architecture for most
medical segmentation tasks by automating decisions such as determining the patch size
or number of layers for a given dataset. Its architecture is based on the U-Net [6]. The
framework around the model was slightly modified into the TotalSegmentator model by
the Department of Research and Analysis at University Hospital Basel, by disabling the
benchmarking performed by the CUDA back end, which would have used a large amount
of hardware resources when running inference [3]. Additionally, some training parameters
such as training length and certain data augmentations were modified to improve the
model accuracy. We built upon those changes and further explored different training
lengths as well as learning rate schedules. The model uses the Nesterov-SGD learning rule,
as this is the default optimizer for the nnU-Net [5].

2.2. Dataset for Model Training

The dataset used for training the TotalSegmentator model was a collection of 1204 CT
scans of various body parts collected in several hospitals and clinics [3]. From the images,
104 anatomical structures, if present, were segmented, including bones, organs, muscle groups,
and large blood vessels. A full list is included in Table A1. The segmentation was performed
using a combination of existing models and board-certified radiologists, with radiologists
correcting any mistakes in the segmentations produced by the models. Structures for which
no model was available were segmented with a nnU-Net trained on the existing data. We
modified a copy of the dataset by combining segmentations of the left and right versions
of a body part, where those body parts would be mostly mirror images of each other. This
was done to help the model recognize structures when applying data augmentation such
as mirroring during the training. The 1204 images were split between a training dataset, a
validation dataset, and a test dataset. The training dataset contained 1085 images, while the
validation dataset contained 57 images. The test dataset contained 62 images. These were also
the splits used in the original TotalSegmentator article, which is why they were used here. An
example slice from the dataset can be found in Figure 1.

Figure 1. Example slices of a computed tomography (CT) scan used for measuring the performance
of the model. The scan is part of the TotalSegmentator dataset [3]. The slices are taken from the same
scan, the left slice is in the frontal plane, while the right slice is in the sagittal plane.
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2.3. Dataset Used for Correlation

Since the dataset used for the model training had to be anonymized to be made public,
no information regarding any potential diseases was included. Therefore, the data used in
the second part of this paper were taken from the NMDID cases. The data from the NMDID
consisted of 349 patient entries, with each entry consisting of two torso CT volumes, one
optimized for soft tissue and the other for bone visualization. Example slices of a soft
tissue-optimized scan can be found in Figure 2. The exact parameters used for the CT scan
are listed in Figure A1. Prominent diagnoses in this dataset are hypertension (189 cases),
diabetes type II (81 cases), and coronary artery disease (62 cases). A full list of diagnoses
can be found in Table A2.

Figure 2. Example slices of a CT scan used for generating organ volume data. The scan is part of the
New Mexico Decedent Image Database (NMDID) cases [4]. The slices are taken from the same scan,
the left slice is in the frontal plane, while the right slice is in the sagittal plane.

2.4. Training

In all following equations, lr is the learning rate for the current epoch epoch, while
lrmax is the maximal learning rate for the training, which occurs over max_epochs epochs.
pct represents the training progress and is defined as epoch/max_epochs, while peak refers
to the proportion of max_epochs after which lrmax is reached.

The model was trained on two NVIDIA RTX A6000 graphics cards using the data
parallel method for 1000 epochs. The learning rate was scheduled with one of the follow-
ing algorithms:

• Built-In: The built-in algorithm of the nnU-Net framework. The learning rate starts at
the maximum learning rate and decreases polynomially using the formula

lr = lrmax × (1 − epoch
max_epochs

)0.9. (1)

• Linear: The learning rate is varied cyclically over the course of training, rising linearly
from zero to a maximal learning rate for the first part of a cycle, then decreasing
linearly to zero during the second half of the cycle. The entire training consists of two
cycles. When using this scheduler, the learning rate is cycled twice. The maximum
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learning rate is scheduled to be reached after half of the training. The practice of using
multiple cycles was inspired by [7]. The formula for calculating the learning rate is

lr =

{
lrmax × pct

0.5 if pct ≤ 0.5
lrmax × (1 − pct

0.5 ) if pct > 0.5
. (2)

• Linear to Exponential: Modification of linear learning rate scheduling, which replaces
the linear decrease in the second part with an exponential decrease, while only using
one cycle. The maximum learning rate is scheduled to be reached after one quarter of
the training. Here, the formula is

lr =

{
lrmax × pct

peak if pct ≤ peak

lrmax × e1− pct
peak if pct > peak

. (3)

• Modified Linear to Exponential: To increase training efficiency in the early epochs
and maintain greater training momentum during the second part of the training, we
modified the learning rate schedule by taking the square root of the learning rate in
the first part of training and decreasing the base from e to two for the exponential
decay in the second half of the training. The modified formula is

lr =

 lrmax ×
√

pct
peak if pct ≤ peak

lrmax × 21− pct
peak if pct > peak

. (4)

3. Results
3.1. Network Training

The models were evaluated by calculating the Dice coefficient [5,8] between the pre-
dicted segmentations and the actual segmentations for the test part of the TotalSegmentator
dataset. The Dice coefficients are listed in Table 1. It is apparent that, while the training
results did not surpass the results of the TotalSegmentator model, they were mostly close
to the given lower bound. The Dice coefficient for the training with the modified linear to
exponential learning rate scheduler is the lowest listed here.

Table 1. Dice coefficients of the different trained models on the test data of the TotalSegmentator
dataset. The aggregate score is calculated by taking the average Dice coefficient for each class at
the end of the training. Also listed is the mean Dice coefficient for all classes achieved by [5]. The
learning rate schedulers are as given in Section 2.4. The “Opposing Labels” column states whether
labels pertaining to similar versions of the same structure (e.g., left and right kidney) have been left
separate or have been combined into one label containing all instances of the structure.

Opposing Labels Learning Rate Scheduling Epochs Aggregate Score

Separate

Built-in 1000 0.9512
Linear 4000 0.9611
Linear to Exponential 1000 0.9491
Quick Linear to Exponential 1000 0.9592
Modified Linear to Exponential 1000 0.8850

Combined Linear to Exponential 1000 0.9412

TotalSegmentator model 4000 greater than 0.96

Training times, including preprocessing and postprocessing for all images can be
found in Table 2.
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Table 2. Average time elapsed per epoch for each of the models during training, in seconds. The first
epoch was not included because of certain setup processes of the training script.

Opposing Labels Learning Rate Scheduling Epochs Seconds per Epoch

Separate

Linear to Exponential 1000 332.2
Linear 4000 712.1
Quick Linear to Exponential 1000 668.7
Modified Linear to Exponential 1000 649.4
Built-in 1000 283.9

Combined Modified 1000 624.8

3.2. Statistical Analysis

The volumes of the segmented structures were calculated by obtaining the voxel count
for each segmented class and multiplying it by the volume per voxel in liters (dm3). Related
structures (e.g., left and right kidney, ribs) were combined into a single structure for this.
The sacrum was included in the vertebrae structure, as it is, for the purposes of this paper,
an extension of the spine and not an independent structure. Some structures that did
not fully appear in any image but still appeared as mistakes in the segmentation were
removed from the data. Those structures include the brain, the face, and the vertebrae C1
through C6. A graph containing an overview of the volumes can be found in Figure A2.
The average volumes and standard deviations for each structure are listed in Table 3. After
extracting the volumes, the Pearson correlation coefficient between the volumes of all pairs
of structures was calculated (see Table A3). Correlation coefficients were also calculated
between each disease marker and the volume of each structure. These can also be found
in Table A3. Correlation coefficients between volumes exceeding 0.5 are listed in Table 4.
Correlation coefficients between structure volumes and diseases mostly did not exceed
0.2. The only exceptions to this were between chronic heart failure and iliac artery volume
(r = 0.238, p < 0.001) and between aorta volume and chronic obstructive pulmonary disease
(COPD), with r = 0.228.

Table 3. Mean volume and standard deviation for each processed structure in liters (dm3).

Structure Mean Volume Standard Deviation Variation Coefficient

Adrenal gland 0.0054 0.0028 0.5179
Aorta 0.0844 0.0502 0.5946

Autochton 1.0526 0.3078 0.2924
Clavicula 0.0537 0.0170 0.3166

Colon 1.5131 0.7031 0.4647
Duodenum 0.0336 0.0169 0.5029
Esophagus 0.0403 0.0145 0.3604

Femur 0.4747 0.1120 0.2358
Gluteal muscles 1.6934 0.5710 0.3372

Heart 0.3239 0.1251 0.3861
Hip 0.7445 0.1629 0.2189

Humerus 0.0877 0.0531 0.6056
Iliac artery 0.0119 0.0084 0.7093

Iliac vena 0.0212 0.0146 0.6903
Iliopsoas 0.5318 0.2042 0.3839

Inferior vena cava 0.0110 0.0108 0.9834
Kidney 0.2686 0.1013 0.3769

Liver 0.8613 0.4221 0.4901
Lung 2.6232 0.7547 0.2877

Pancreas 0.0214 0.0195 0.9088
Portal and splenic vein 0.0047 0.0043 0.9149

Pulmonary artery 0.0291 0.0167 0.5718
Ribs 0.4137 0.1127 0.2723

Scapula 0.2155 0.0520 0.2412
Small bowel 0.9991 0.4253 0.4257

Spleen 0.7638 0.2866 0.3752
Stomach 0.4096 0.2961 0.7229
Trachea 0.0210 0.0129 0.6145

Urinary bladder 0.1902 0.1832 0.9630
Vertebrae 0.9109 0.1684 0.1848
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The partial correlation coefficients also mostly did not exceed an absolute value of 0.2.
The only exceptions to this were between spleen volume and liver cirrhosis (r = −0.267,
p < 0.001), kidney volume and liver cirrhosis (r = 0.257, p < 0.001), and kidney volume and
diabetes type II (r = 0.205, p < 0.001).

Table 4. Pearson correlation coefficients (r) exceeding 0.5 between structure volumes.

Structures r p-Value

Hip Vertebrae 0.7353 <0.05
Autochthon Gluteal muscles 0.7116 <0.05

Iliopsoas Gluteal muscles 0.7102 <0.05
Autochthon Iliopsoas 0.6829 <0.05

Scapula Ribs 0.6481 <0.05
Scapula Vertebrae 0.6076 <0.05

Clavicula Scapula 0.5979 <0.05
Hip Scapula 0.5974 <0.05
Ribs Vertebrae 0.5954 <0.05
Hip Ribs 0.5917 <0.05

Scapula Autochthon 0.5044 <0.05
Clavicula Humerus 0.5003 <0.05

4. Discussion
4.1. Network Training

Training losses were mostly slightly below those reported by [3], indicating no signifi-
cant improvements in segmentation quality. One exception was training with the modified
linear to exponential learning rate scheduler (see Section 2.4 and Table 1). Here, the final
Dice coefficient at the end of training was 0.88496, indicating a poor suitability for training
this network compared with the other schedulers. Another exception was the model trained
with the Linear learning rate scheduler, which was the only model to reach a final Dice
coefficient of more than 0.96, as the TotalSegmentator model. This was the only scheduler
to use more than two cycles, and it was also the scheduler with the longest run time. This
may indicate that the overfitting point of the training may not have been reached and that a
longer training may further improve results. This also indicates that multiple cycles might
help the net generalize better.

Regarding the inference and training times of the trained models, despite the high
computational cost needed for segmentation, the Dice score was around 0.95 for most
models, indicating that it performs well while ideally introducing only limited inaccuracies.
Even when taking into account the time needed to correct these errors, evaluating the
model still saves time compared to manual segmentation. It may be possible to reduce
the hardware footprint (including inference times) of the algorithm by rerunning the
configuration and training on a less powerful device, as the nnU-Net configurator by
default tries to use as much of the available processing power as possible, leading to a
strong hardware dependency if trained on very powerful hardware. By using less powerful
hardware, not only would the memory footprint of the model decrease, but so would the
inference time, due to a smaller and simpler model.

4.2. Statistical Analysis-Simple Correlation Coefficients

The highest correlations between volumes, as seen in Table 4, were between certain
bones and muscle groups, which is to be expected, given that the human body tends to
grow proportionally.

The correlation between chronic heart failure and iliac artery volume has not previ-
ously been described in the literature to the best of our knowledge. This may have been
caused by an overrepresentation of hypertension in the underlying data, a known cause of
heart failure, as well as of enlarged blood vessels. This overrepresentation could have led to
an increased number of cases with enlarged vessels, as well as heart failures. Additionally,
the patients were scanned after rigor mortis had subsided, allowing the muscles in the
vessel walls to relax and possibly distend. Another explanation for this correlation, how-
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ever, is that the segmentation of the iliac arteries was qualitatively inferior, causing random
variations in the volume data to appear as correlations. This hypothesis is supported by the
fact that the TotalSegmentator also had problems segmenting the iliac artery and vein [3].
In addition, the data from the NMDID had a significantly different contrast level compared
to the data the model was trained on (compare Figures 1 and 2). This difference put the
NMDID data outside of the data distribution on which the model was trained, which also
decreased the segmentation quality. These factors may have compounded, to result in the
irregular segmentation shape also seen in Figure A2, where the volumes for the iliac artery
and vein do not seem to be normally distributed. The variation coefficient was also rather
high, with values of 0.709 and 0.690 for the iliac artery and vein, respectively. The p-value of
this correlation was however very small (p < 0.001), indicating only a very small probability
that this correlation was not found in the obtained data. Further research, including better
volume data, is needed.

The second notable correlation, between occurrences of COPD and aorta volume, has
previously been described by [9], who made no claims about causality or temporality, due
to the limitations of their study. Since this paper is also limited by the fact that the used CT
scans were postmortem, no claims regarding causality or temporality can be made here
either. There may, however, be a common cause for these two conditions, since endothelial
damage and a decrease in elastin and collagen is a cause of aortic wall degradation, as well
as emphysema, which is a major part of COPD [9,10].

4.3. Statistical Analysis-Partial Correlation Coefficients

The positive correlation between kidney size and diabetes type II fits with current
medical knowledge about kidney hypertrophy in patients with diabetes, and more specifi-
cally diabetic nephropathy [11]. With diabetes type I, this connection was also somewhat
observed in the data, with a slightly positive coefficient (r = 0.112); it was, however, weaker
than the correlation with diabetes type II. This might have simply been due to the inferior
quality of the predicted volumes or statistical variation due to a smaller sample size of
patients with diabetes type I (n = 23).

The slight positive correlation between kidney size and liver cirrhosis also fits with
current medical knowledge. Both the kidneys and the liver are responsible for regulating
blood composition. In cases of liver failure, the kidneys may compensate by increasing
filtering activity, which is accompanied by an increase in volume [12].

The slightly negative correlation between spleen size and liver cirrhosis is contrary
to established medical knowledge. Usually, in cases of liver cirrhosis, the spleen should
show an increase in size [1]; however, this correlation suggests that, in our cases, the spleen
tended to have a smaller volume in cases with liver cirrhosis. This inaccuracy in our data
may have again been caused by inaccurate volume data. However, the p-value was again
very small (p < 0.0001), hinting that there might have been a problem with the model when
segmenting enlarged spleens. Possibly, this came from the training dataset not including
cases with spleen enlargement, which would put enlarged spleens outside of the patterns
the model had learned to recognize, causing the model to segment the spleen incorrectly.

4.4. Conclusions

The neural network training produced models that were reasonably accurate but that
require powerful hardware to run. The statistical analysis of organ volumes yielded a
previously undescribed correlation between chronic heart failure and iliac artery size, and
confirmed a correlation between liver cirrhosis and kidney size, as well as a correlation
between aorta volume and COPD. Due to the low correlation coefficients and difficulties in
segmenting the NMDID data, further research is required to confirm the results.
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4.5. Outlook

Due to the long training times, only a small part of the possible nnU-Net configurations
could be explored. Future work may, thus, be dedicated to improving the model by
exploring more model configurations. Currently, however, the segmentations produced
by the model show inaccuracies when segmenting small soft tissue structures, such as the
spleen, smaller vessels, or the heart (apparent in the high variation coefficients in Table 3).

The data correlation yielded mixed results. No new strong correlations were found,
and the weak correlations that were found require further research. Future work may
focus on trying to replicate the correlation between iliac vessel size and chronic heart
failure with higher quality segmentations or, since perfect segmentation results are highly
unlikely to ever be achieved, higher quality volume data from other sources. Another
problem with the dataset was its limited size, as most diseases occurred in less than
40 cases. Additionally, about half of the cases had two or more disease markers. This leads
to problems isolating possible effects of diseases. This could be mitigated by using a larger
dataset with more patients and a better disease distribution, as well as by including healthy
patients for comparison.
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Appendix A

Table A1. Classes segmented by the TotalSegmentator model.

adrenal_gland_left adrenal_gland_right aorta
autochthon_left autochthon_right brain

clavicula_left clavicula_right colon
duodenum esophagus face
femur_left femur_right gallbladder

gluteus_maximus_left gluteus_maximus_right gluteus_medius_left
gluteus_medius_right gluteus_minimus_left gluteus_minimus_right

heart_atrium_left heart_atrium_right heart_myocardium
heart_ventricle_left heart_ventricle_right hip_left

hip_right humerus_left humerus_right
iliac_artery_left iliac_artery_right iliac_vena_left
iliac_vena_right iliopsoas_left iliopsoas_right

inferior_vena_cava kidney_left kidney_right
liver lung_lower_lobe_left lung_lower_lobe_right

lung_middle_lobe_right lung_upper_lobe_left lung_upper_lobe_right
pancreas portal_vein_and_splenic_vein pulmonary_artery
rib_left_1 rib_left_10 rib_left_11
rib_left_12 rib_left_2 rib_left_3
rib_left_4 rib_left_5 rib_left_6
rib_left_7 rib_left_8 rib_left_9

rib_right_1 rib_right_10 rib_right_11
rib_right_12 rib_right_2 rib_right_3
rib_right_4 rib_right_5 rib_right_6
rib_right_7 rib_right_8 rib_right_9

sacrum scapula_left scapula_right
small_bowel spleen stomach

trachea urinary_bladder vertebrae_C1
vertebrae_C2 vertebrae_C3 vertebrae_C4
vertebrae_C5 vertebrae_C6 vertebrae_C7
vertebrae_L1 vertebrae_L2 vertebrae_L3
vertebrae_L4 vertebrae_L5 vertebrae_T1

vertebrae_T10 vertebrae_T11 vertebrae_T12
vertebrae_T2 vertebrae_T3 vertebrae_T4
vertebrae_T5 vertebrae_T6 vertebrae_T7
vertebrae_T8 vertebrae_T9

Appendix B

CT Protocol 

A. Adult OMI Protocol 

a. Performed on decedents about age 8 and older 

b. Full body adult CT acquired in three acquisitions over three body planes 

c. Head/Neck/Upper extremity protocol 

i. Arms crossed over abdomen 

ii. If unable to break rigor mortis, see Protocol B. 

iii. Scan above skull vertex to below finger tips- one acquisition 

iv. Protocol Scan Parameters 

kVp 120 

mAs 300 

Scan length 600-800 mm 

Scan FOV 500-699 mm 

Pitch 0.567 

Collimation 16 x 0.75 

Rotation Time 1.0 s 

Matrix 512 x 512 

 

v. Reconstructions 

1. Upper extremity reconstructions- axial 

a. 3 x 3 mm soft tissue = 190 images 

b. 3 x 3 mm bone = 190 images 

c. 1 x 0.5 mm soft tissue = 1200 images 

d. 1 x 0.5 mm bone = 1200 images 

2. Head/neck reconstructions- axial 

a. 3 x 3 mm soft tissue = 120 images 

b. 3 x 3 mm bone = 120 images 

c. 1 x 0.5 mm soft tissue = 670 images 

d. 1 x 0.5 mm bone = 670 images 

e. 2 x 1 brain = 50 images 

 

d. Torso protocol 

i. Break rigor, lifting arms above head and out of field of view for scan 

ii. Scan above clavicles through ischial tuberocities- one acquisition 

iii. Protocol Scan Parameters 

kVp 120 

mAs 300 

Scan length 600-800 mm 

Scan FOV 350-699 mm 

Pitch 0.817 

Collimation 16 x 0.75 

Rotation Time 1.0 s 

Matrix 512 x 512 

 

iv. Reconstructions 

1. Torso reconstructions- axial 

a. 3 x 3 mm soft tissue = 270 images 

b. 3 x 3 mm bone = 270 images 

c. 1 x 0.5 mm soft tissue = 1600 images 

d. 1 x 0.5 mm bone = 1600 images 

e. 1 x 0.5 mm Lung = 600 images 

 

e. Lower extremities protocol 

i. Overlap scan at ischial tuberocities and scan through toes- one acquisition 

ii. Attempt to separate lower extremities during scan to avoid superimposition 

iii. Protocol Scan Parameters 

kVp 120 

mAs 200 

Scan length 800-1000 mm 

Scan FOV 500 mm 

Pitch 0.942 

Collimation 16 x 0.75 

Rotation Time 1.0 s 

Matrix 512 x 512 

 

iv. Reconstructions 

1. Lower extremities reconstructions- axial 

a. 3 x 3 mm soft tissue = 320 images 

b. 3 x 3 mm bone = 320 images 

c. 1 x 0.5 mm soft tissue = 1900 images 

d. 1 x 0.5 mm bone = 1900 images 

 

B. Decomposed Adult OMI Protocol 

a. Performed on decedents about age 8 and older 

b. Full body adult CT acquired in three acquisitions over three body planes 

c. Performed with decedent sealed in body bag – arms remain at sides of body  

d. Head/Neck 

i. Scan above skull vertex to carina 

ii. Protocol Scan Parameters 

kVp 120 

mAs 300 

Scan length 300 mm 

Scan FOV 290 mm 

Pitch 0.567 

Collimation 16 x 0.75 

Rotation Time 1.0 s 

Matrix 512 x 512 

 

iii. Reconstructions 

1. Head/neck reconstructions- axial 

a. 3 x 3 mm soft tissue = 120 images 

b. 3 x 3 mm bone = 120 images 

c. 1 x 0.5 mm soft tissue = 670 images 

d. 1 x 0.5 mm bone = 670 images 

e. 2 x 1 brain = 50 images 

 

e. Torso protocol 

i. Scan above shoulders through ischial tuberocities- one acquisition 

Figure A1. Excerpt of the CT scan protocol of the Office of the Medical Investigator of New Mex-
ico [13–15] if the decedent is older than 8 years and has not decomposed. Only scans c and d
(1 × 0.5 mm soft tissue and 1 × 0.5 mm bone) have been used in this paper.
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Table A2. List of disease markers and their occurrences in the NMDID dataset.

Disease Occurrences

Hypertension 181
Diabetes type II 73

Coronary artery disease 56
Hyperlipidemia 43

COPD 36
Asthma 33

Cirrhosis of the liver 31
Hepatitis C 28

Stroke 26
Diabetes type I 22

Arthritis 19
Chronic heart failure 18

Non-epileptic seizures 14
Autoimmune diseases 12
Myocardial infarction 12
Staphylococcus aureus 7

Osteoporosis 3
HIV/AIDS 3

Figure A2. Histograms of structure volumes, as segmented by the model after combining mirrored
and related structures.
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Table A3. Partial Pearson correlation coefficients between volumes of segmented and postprocessed
structures and diseases of the NMDID dataset after accounting for all other data.

Adrenal Gland Aorta Autochton Clavicula Colon Duodenum

Adrenal gland 0.000 −0.049 0.075 −0.054 −0.085 −0.018

Aorta −0.049 0.000 0.053 −0.054 −0.034 0.059

Autochton 0.075 0.053 0.000 −0.057 0.139 −0.041

Clavicula −0.054 −0.054 −0.057 0.000 0.082 −0.045

Colon −0.085 −0.034 0.139 0.082 0.000 0.154

Duodenum −0.018 0.059 −0.041 −0.045 0.154 0.000

Esophagus −0.047 −0.232 0.049 −0.068 0.215 −0.040

Femur 0.037 0.109 −0.261 −0.131 0.083 −0.085

Gluteal muscles −0.010 −0.080 0.358 −0.031 0.120 0.038

Heart 0.130 0.029 −0.170 −0.043 −0.066 0.015

Hip −0.014 −0.022 −0.142 0.018 −0.037 0.088

Humerus 0.029 −0.036 0.025 0.466 −0.030 0.087

Iliac artery 0.053 0.332 −0.016 −0.053 −0.030 0.106

Iliac vena −0.108 0.257 −0.065 0.104 −0.002 0.059

Iliopsoas −0.077 −0.086 0.417 −0.027 −0.118 −0.040

Inferior vena cava −0.024 −0.050 −0.054 −0.046 0.118 0.052

Kidney 0.192 0.090 0.103 0.164 −0.142 −0.048

Liver 0.067 −0.045 0.004 −0.061 0.037 0.017

Lung −0.090 0.168 0.100 −0.062 −0.085 0.000

Pancreas 0.110 0.066 −0.040 0.035 −0.343 0.201

Portal and splenic vein 0.123 0.010 0.000 −0.049 0.126 0.097

Pulmonary artery 0.065 0.117 0.108 0.076 −0.014 0.017

Ribs −0.050 −0.103 0.145 0.045 −0.028 0.111

Scapula 0.093 0.089 0.116 0.428 −0.074 0.020

Small bowel 0.088 0.042 −0.004 −0.021 0.351 −0.090

Spleen 0.085 −0.014 0.120 0.015 0.020 0.053

Stomach −0.057 0.084 0.097 −0.030 0.079 0.050

Trachea −0.017 0.031 −0.060 0.004 0.083 −0.133

Urinary bladder −0.088 −0.052 0.064 −0.000 −0.026 0.031

Vertebrae 0.017 0.105 0.103 0.044 0.092 −0.116

Diabetes type I −0.024 0.003 0.003 −0.020 0.062 −0.034

Diabetes type II 0.121 −0.029 −0.039 0.103 0.019 0.020

COPD −0.074 0.139 0.028 0.048 −0.116 0.016

Non−epileptic seizures −0.012 0.071 0.058 −0.008 −0.027 −0.046

Asthma −0.048 −0.023 0.021 −0.088 0.081 −0.027

Hypertension 0.097 0.066 −0.047 0.090 −0.024 −0.025

Arthritis −0.012 0.021 −0.017 0.099 0.082 −0.085

Chronic heart failure −0.024 −0.040 0.063 −0.058 0.091 −0.022

Stroke 0.039 0.040 −0.023 0.027 −0.014 −0.086

Myocardial infarction 0.030 −0.039 0.089 0.024 0.063 −0.012

Hyperlipidemia −0.046 −0.033 −0.034 0.024 −0.066 0.019

HIV/AIDS 0.024 0.001 0.059 0.004 −0.028 −0.016

Hepatitis C 0.013 −0.012 −0.001 −0.012 −0.045 −0.056

Osteoporosis 0.006 −0.032 −0.035 −0.017 0.013 0.005

Cirrhosis of the liver 0.069 0.052 −0.004 0.085 −0.054 0.024

Coronary artery disease −0.120 −0.095 −0.011 0.025 −0.009 0.033

Staphylococcus aureus −0.006 0.092 −0.012 0.048 0.074 −0.185
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Table A3. Cont.

Esophagus Femur Gluteal
Muscles Heart Hip

Autoimmune diseases 0.064 −0.031 −0.007 0.065 −0.044 0.059

Adrenal gland −0.047 0.037 −0.010 0.130 −0.014

Aorta −0.232 0.109 −0.080 0.029 −0.022

Autochton 0.049 −0.261 0.358 −0.170 −0.142

Clavicula −0.068 −0.131 −0.031 −0.043 0.018

Colon 0.215 0.083 0.120 −0.066 −0.037

Duodenum −0.040 −0.085 0.038 0.015 0.088

Esophagus 0.000 0.019 −0.003 0.074 0.038

Femur 0.019 0.000 0.148 0.014 0.296

Gluteal muscles −0.003 0.148 0.000 0.014 0.163

Heart 0.074 0.014 0.014 0.000 −0.086

Hip 0.038 0.296 0.163 −0.086 0.000

Humerus 0.008 0.083 −0.055 −0.065 −0.020

Iliac artery −0.038 0.103 −0.071 0.067 0.124

Iliac vena 0.096 0.013 0.060 0.199 0.125

Iliopsoas −0.024 0.047 0.480 0.064 0.080

Inferior vena cava −0.210 −0.180 0.010 −0.031 −0.061

Kidney 0.050 0.001 0.079 0.065 −0.017

Liver −0.007 −0.094 0.016 0.092 0.019

Lung 0.206 −0.053 −0.202 0.075 0.063

Pancreas 0.086 0.033 0.030 −0.074 −0.090

Portal and splenic vein 0.107 −0.149 0.096 0.088 −0.047

Pulmonary artery 0.188 0.026 0.100 0.388 −0.055

Ribs −0.089 0.167 −0.068 0.003 0.004

Scapula 0.108 0.083 −0.000 0.119 0.058

Small bowel 0.005 0.016 0.024 −0.060 −0.018

Spleen 0.176 −0.075 0.015 0.138 −0.021

Stomach 0.114 −0.065 0.125 0.116 −0.011

Trachea 0.109 −0.072 −0.087 0.021 −0.015

Urinary bladder 0.066 0.040 0.043 0.100 0.017

Vertebrae −0.025 −0.076 0.013 0.008 0.536

Diabetes type I 0.185 −0.031 −0.080 −0.065 0.050

Diabetes type II 0.077 −0.040 −0.009 −0.016 0.070

COPD 0.018 0.131 0.101 −0.053 −0.074

Non−epileptic seizures 0.022 0.000 −0.025 0.079 0.026

Asthma −0.049 0.001 0.006 −0.001 0.026

Hypertension 0.040 0.043 0.094 0.075 −0.117

Arthritis 0.032 0.054 0.019 0.006 0.040

Chronic heart failure −0.092 −0.000 −0.005 0.154 −0.045

Stroke 0.091 −0.050 −0.110 −0.012 0.000

Myocardial infarction 0.042 0.071 0.011 0.129 −0.042

Hyperlipidemia 0.041 −0.023 0.038 −0.044 0.003

HIV/AIDS 0.012 0.121 0.018 0.114 −0.028

Hepatitis C −0.026 0.029 0.029 0.091 −0.051

Osteoporosis −0.014 −0.152 −0.041 −0.053 0.051

Cirrhosis of the liver 0.066 −0.004 −0.012 0.022 0.031

Coronary artery disease −0.014 0.070 0.070 0.111 −0.104
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Table A3. Cont.

Humerus Iliac Artery Iliac Vena Iliopsoas Inferior Vena
Cava

Staphylococcus aureus 0.105 −0.055 −0.017 −0.020 0.025
Autoimmune diseases 0.055 0.102 0.000 0.028 −0.055

Adrenal gland 0.029 0.053 −0.108 −0.077 −0.024
Aorta −0.036 0.332 0.257 −0.086 −0.050

Autochton 0.025 −0.016 −0.065 0.417 −0.054
Clavicula 0.466 −0.053 0.104 −0.027 −0.046

Colon −0.030 −0.030 −0.002 −0.118 0.118
Duodenum 0.087 0.106 0.059 −0.040 0.052
Esophagus 0.008 −0.038 0.096 −0.024 −0.210

Femur 0.083 0.103 0.013 0.047 −0.180
Gluteal muscles −0.055 −0.071 0.060 0.480 0.010

Heart −0.065 0.067 0.199 0.064 −0.031
Hip −0.020 0.124 0.125 0.080 −0.061

Humerus 0.000 −0.036 −0.022 −0.019 0.056
Iliac artery −0.036 0.000 0.173 −0.013 0.119
Iliac vena −0.022 0.173 0.000 0.108 0.131
Iliopsoas −0.019 −0.013 0.108 0.000 −0.013

Inferior vena cava 0.056 0.119 0.131 −0.013 0.000
Kidney −0.023 −0.096 0.209 −0.068 0.154
Liver −0.053 −0.135 0.127 −0.100 0.034
Lung −0.028 −0.044 0.002 0.100 −0.048

Pancreas −0.004 −0.018 0.127 0.104 0.079
Portal and splenic vein 0.097 0.066 0.030 −0.078 −0.104

Pulmonary artery 0.066 0.052 −0.065 −0.115 0.089
Ribs −0.327 −0.052 −0.035 −0.032 0.066

Scapula 0.299 0.039 −0.013 0.133 −0.009
Small bowel −0.051 0.178 −0.186 0.002 −0.016

Spleen 0.016 0.037 0.072 −0.079 −0.008
Stomach −0.017 −0.100 0.100 −0.071 0.084
Trachea 0.034 0.040 −0.018 0.066 −0.063

Urinary bladder −0.053 0.037 −0.149 −0.110 −0.015
Vertebrae −0.063 0.044 −0.159 −0.126 0.180

Diabetes type I 0.023 0.021 −0.041 0.036 0.050
Diabetes type II −0.037 0.049 −0.125 −0.041 0.025

COPD 0.052 0.065 −0.038 −0.107 −0.025
Non−epileptic seizures 0.053 −0.032 −0.075 −0.002 0.075

Asthma −0.026 0.044 −0.016 0.003 0.002
Hypertension −0.063 0.103 −0.061 −0.006 0.011

Arthritis 0.039 −0.042 0.001 0.012 0.094
Chronic heart failure −0.066 0.137 0.007 −0.099 0.032

Stroke 0.104 0.018 0.082 0.055 −0.003
Myocardial infarction −0.038 0.122 0.003 −0.062 0.040

Hyperlipidemia −0.019 −0.032 0.026 −0.061 −0.015
HIV/AIDS −0.026 −0.041 −0.052 −0.016 0.022
Hepatitis C 0.059 −0.028 0.039 −0.003 −0.003

Osteoporosis −0.022 0.019 0.052 0.062 −0.062
Cirrhosis of the liver −0.006 −0.045 −0.028 −0.071 −0.064

Coronary artery disease 0.004 0.170 −0.038 0.020 0.088
Staphylococcus aureus −0.003 0.115 0.017 0.031 −0.027
Autoimmune diseases 0.028 0.009 0.016 0.015 −0.051

Adrenal gland 0.192 0.067 −0.090 0.110 0.123
Aorta 0.090 −0.045 0.168 0.066 0.010

Autochton 0.103 0.004 0.100 −0.040 0.000
Clavicula 0.164 −0.061 −0.062 0.035 −0.049
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Table A3. Cont.

Kidney Liver Lung Pancreas Portal and
Splenic Vein

Colon −0.142 0.037 −0.085 −0.343 0.126

Duodenum −0.048 0.017 0.000 0.201 0.097

Esophagus 0.050 −0.007 0.206 0.086 0.107

Femur 0.001 −0.094 −0.053 0.033 −0.149

Gluteal muscles 0.079 0.016 −0.202 0.030 0.096

Heart 0.065 0.092 0.075 −0.074 0.088

Hip −0.017 0.019 0.063 −0.090 −0.047

Humerus −0.023 −0.053 −0.028 −0.004 0.097

Iliac artery −0.096 −0.135 −0.044 −0.018 0.066

Iliac vena 0.209 0.127 0.002 0.127 0.030

Iliopsoas −0.068 −0.100 0.100 0.104 −0.078

Inferior vena cava 0.154 0.034 −0.048 0.079 −0.104

Kidney 0.000 0.091 −0.042 −0.031 0.018

Liver 0.091 0.000 0.109 0.168 −0.125

Lung −0.042 0.109 0.000 −0.193 0.057

Pancreas −0.031 0.168 −0.193 0.000 0.239

Portal and splenic vein 0.018 −0.125 0.057 0.239 0.000

Pulmonary artery −0.026 −0.060 −0.064 0.037 −0.087

Ribs 0.203 −0.076 0.198 0.091 0.028

Scapula −0.142 0.109 0.038 −0.077 −0.064

Small bowel 0.209 0.247 −0.082 0.150 0.029

Spleen 0.121 0.173 −0.094 0.113 0.067

Stomach 0.084 −0.096 −0.030 0.147 −0.057

Trachea −0.044 −0.106 0.078 0.042 −0.048

Urinary bladder 0.059 0.132 0.052 0.068 0.029

Vertebrae −0.032 −0.008 0.122 0.075 0.040

Diabetes type I 0.112 0.051 −0.013 −0.060 −0.063

Diabetes type II 0.205 0.020 −0.006 0.055 −0.093

COPD −0.017 −0.041 0.174 −0.029 0.018

Non−epileptic seizures −0.014 −0.023 −0.115 −0.028 0.060

Asthma 0.003 −0.070 0.053 0.065 0.044

Hypertension −0.148 −0.008 −0.075 −0.048 0.107

Arthritis −0.049 0.044 0.003 −0.033 0.071

Chronic heart failure −0.117 −0.035 −0.060 −0.046 0.015

Stroke 0.037 −0.003 0.020 0.120 −0.058

Myocardial infarction 0.001 −0.014 0.049 −0.003 −0.007

Hyperlipidemia 0.077 −0.094 0.037 0.013 −0.004

HIV/AIDS −0.048 0.114 0.000 0.042 −0.017

Hepatitis C −0.097 0.047 0.057 0.098 −0.014

Osteoporosis 0.067 0.016 0.080 −0.005 −0.050

Cirrhosis of the liver 0.258 0.097 0.031 0.096 −0.148

Coronary artery disease −0.011 −0.059 −0.027 0.010 −0.003

Staphylococcus aureus −0.092 0.110 0.044 −0.070 0.031

Autoimmune diseases −0.036 0.028 −0.034 −0.028 −0.029

Adrenal gland 0.065 −0.050 0.093 0.088 0.085
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Table A3. Cont.

Pulmonary
Artery Ribs Scapula Small Bowel Spleen

Aorta 0.117 −0.103 0.089 0.042 −0.014

Autochton 0.108 0.145 0.116 −0.004 0.120

Clavicula 0.076 0.045 0.428 −0.021 0.015

Colon −0.014 −0.028 −0.074 0.351 0.020

Duodenum 0.017 0.111 0.020 −0.090 0.053

Esophagus 0.188 −0.089 0.108 0.005 0.176

Femur 0.026 0.167 0.083 0.016 −0.075

Gluteal muscles 0.100 −0.068 −0.000 0.024 0.015

Heart 0.388 0.003 0.119 −0.060 0.138

Hip −0.055 0.004 0.058 −0.018 −0.021

Humerus 0.066 −0.327 0.299 −0.051 0.016

Iliac artery 0.052 −0.052 0.039 0.178 0.037

Iliac vena −0.065 −0.035 −0.013 −0.186 0.072

Iliopsoas −0.115 −0.032 0.133 0.002 −0.079

Inferior vena cava 0.089 0.066 −0.009 −0.016 −0.008

Kidney −0.026 0.203 −0.142 0.209 0.121

Liver −0.060 −0.076 0.109 0.247 0.173

Lung −0.064 0.198 0.038 −0.082 −0.094

Pancreas 0.037 0.091 −0.077 0.150 0.113

Portal and splenic vein −0.087 0.028 −0.064 0.029 0.067

Pulmonary artery 0.000 −0.051 −0.131 −0.010 −0.013

Ribs −0.051 0.000 0.408 0.059 0.007

Scapula −0.131 0.408 0.000 0.113 −0.038

Small bowel −0.010 0.059 0.113 0.000 −0.017

Spleen −0.013 0.007 −0.038 −0.017 0.000

Stomach 0.162 0.026 0.001 0.155 −0.364

Trachea 0.037 −0.018 0.049 −0.100 −0.025

Urinary bladder −0.042 0.042 0.011 −0.114 0.026

Vertebrae 0.145 0.212 0.183 −0.044 0.079

Diabetes type I −0.037 −0.089 −0.013 0.059 −0.013

Diabetes type II −0.055 0.011 −0.081 0.076 −0.060

COPD 0.043 −0.061 −0.119 0.055 0.040

Non−epileptic seizures −0.042 0.091 −0.073 0.009 0.025

Asthma 0.075 −0.032 0.112 −0.092 0.029

Hypertension −0.031 −0.002 −0.035 −0.011 0.040

Arthritis 0.002 0.014 −0.172 0.099 −0.026

Chronic heart failure −0.038 0.029 0.167 −0.072 0.111

Stroke −0.041 0.136 −0.154 0.014 −0.156

Myocardial infarction −0.052 −0.045 0.021 0.013 −0.049

Hyperlipidemia −0.045 −0.012 0.010 0.065 0.004

HIV/AIDS −0.007 −0.042 −0.063 −0.023 −0.053

Hepatitis C −0.090 0.049 −0.022 0.081 −0.035

Osteoporosis 0.050 −0.042 0.035 −0.010 −0.038

Cirrhosis of the liver −0.078 −0.022 −0.074 0.135 −0.266

Coronary artery disease −0.019 0.033 −0.058 −0.085 0.001

Staphylococcus aureus −0.058 0.012 −0.007 0.047 0.005

Autoimmune diseases −0.096 −0.052 −0.136 0.004 −0.043
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Table A3. Cont.

Stomach Trachea Urinary Bladder Vertebrae

Adrenal gland −0.057 −0.017 −0.088 0.017

Aorta 0.084 0.031 −0.052 0.105

Autochton 0.097 −0.060 0.064 0.103

Clavicula −0.030 0.004 −0.000 0.044

Colon 0.079 0.083 −0.026 0.092

Duodenum 0.050 −0.133 0.031 −0.116

Esophagus 0.114 0.109 0.066 −0.025

Femur −0.065 −0.072 0.040 −0.076

Gluteal muscles 0.125 −0.087 0.043 0.013

Heart 0.116 0.021 0.100 0.008

Hip −0.011 −0.015 0.017 0.536

Humerus −0.017 0.034 −0.053 −0.063

Iliac artery −0.100 0.040 0.037 0.044

Iliac vena 0.100 −0.018 −0.149 −0.159

Iliopsoas −0.071 0.066 −0.110 −0.126

Inferior vena cava 0.084 −0.063 −0.015 0.180

Kidney 0.084 −0.044 0.059 −0.032

Liver −0.096 −0.106 0.132 −0.008

Lung −0.030 0.078 0.052 0.122

Pancreas 0.147 0.042 0.068 0.075

Portal and splenic vein −0.057 −0.048 0.029 0.040

Pulmonary artery 0.162 0.037 −0.042 0.145

Ribs 0.026 −0.018 0.042 0.212

Scapula 0.001 0.049 0.011 0.183

Small bowel 0.155 −0.100 −0.114 −0.044

Spleen −0.364 −0.025 0.026 0.079

Stomach 0.000 −0.074 0.023 −0.063

Trachea −0.074 0.000 0.156 0.133

Urinary bladder 0.023 0.156 0.000 −0.039

Vertebrae −0.063 0.133 −0.039 0.000

Diabetes type I −0.034 −0.029 0.056 0.017

Diabetes type II −0.054 0.024 0.099 −0.047

COPD 0.004 −0.111 −0.124 0.102

Non−epileptic seizures 0.024 0.063 0.116 −0.085

Asthma 0.021 −0.077 −0.037 −0.135

Hypertension 0.034 −0.086 −0.022 0.121

Arthritis −0.087 0.036 −0.001 0.009

Chronic heart failure 0.055 0.018 0.072 −0.070

Stroke −0.105 −0.068 0.057 0.053

Myocardial infarction −0.150 −0.028 −0.051 −0.035

Hyperlipidemia 0.010 −0.054 −0.030 −0.004

HIV/AIDS −0.047 0.094 −0.014 0.064

Hepatitis C −0.071 −0.034 −0.025 0.020

Osteoporosis −0.040 0.050 −0.013 −0.027

Cirrhosis of the liver −0.128 −0.000 0.108 −0.048

Coronary artery disease −0.011 −0.062 −0.052 0.048

Staphylococcus aureus −0.002 −0.135 0.025 −0.033

Autoimmune diseases 0.112 −0.090 −0.001 0.160
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