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Abstract: The Ann Arbor system is disadvantaged in utilizing information from additional prognostic
factors. In this study, we applied the Ensemble Algorithm for Clustering Cancer Data (EACCD) to
create a prognostic system for lymphoma that integrates additional prognostic factors. Hodgkin and
non-Hodgkin lymphoma survival data were extracted from the Surveillance, Epidemiology, and End
Results Program of the National Cancer Institute and divided into the training set (131,725 cases)
and the validation set (15,683 cases). Five prognostic factors were studied: Ann Arbor stage, type,
site, age, and sex. EACCD was applied to the training set to produce a prognostic system, called
an EACCD system, for convenience. The EACCD system stratified patients into eight prognostic
groups with well-separated survival curves. These eight prognostic groups had significantly higher
accuracies in survival prediction than the 24 Ann Arbor substages. A higher-risk group in the EACCD
system roughly corresponds to a higher Ann Arbor substage. The proposed system shows a good
performance in risk stratification and survival prediction on both the training and the validation
sets. The EACCD system expands the traditional Ann Arbor staging system by leveraging additional
prognostic information and is expected to advance treatment management for lymphoma patients.
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1. Introduction

Lymphoma is a hematologic malignancy of the lymphatic system originating from
lymphocytes. It is the most common hematologic malignancy and the third most common
childhood cancer [1]. Lymphoma is generally divided into Hodgkin lymphoma (HL) and
non-Hodgkin lymphoma (NHL). Characterized by the presence of Reed–Sternberg cells,
HL accounts for about 10% of cases of newly diagnosed lymphoma in the United States [2].
The risk of HL peaks when a person is in early adulthood or at age 55 and older [3]. In
2020, HL contributes 0.4% of new cases and 0.2% of new deaths of all types of cancer
worldwide [4]. Compared to HL, NHL is a rather common type of cancer. It is responsible
for 2.8% of new cases and 2.6% of new deaths of all types of cancer worldwide in 2020 [4].

Analogous to solid tumors, lymphoma is staged to facilitate the patient’s prognosis
and treatment management. The routinely used system is the Ann Arbor staging system.
The Ann Arbor system was originally designed for only Hodgkin lymphoma in 1971 by
the Committee on Hodgkin’s Disease Staging Classification in Ann Arbor, Michigan, and
subsequently applied to NHL as well [5,6]. Based on the extension of the nodal area, the
Ann Arbor system classifies patients with lymphoma into four principal stages I–IV. In light
of the presence of localized extralymphatic movement in extranodal sites, the involvement
of the spleen, and symptoms of fever, night sweats, and weight loss (B symptoms), the
principal stages can be further divided into 24 substages.
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Staging plays an important role in the treatment approach to lymphoma. Depending
on the stage, Hodgkin’s disease is usually treated with different drugs, doses, and cycles of
chemotherapy with or without radiotherapy [7]. The standard treatment approach for NHL
is a combination of chemotherapy and target therapy, with specific treatment management
determined by the stage and other risk factors [8]. Some novel treatment approaches,
including stem cell transplantation and immunotherapy, are under active research, and
their applications also require the accurate staging of the disease [9,10].

Factors such as site (nodal or extranodal), type (Hodgkin lymphoma or non-Hodgkin
lymphoma), age, and sex are known to have important prognostic value [6,11,12]. Unfortu-
nately, the Ann Arbor system is unable to leverage the rich prognostic information of these
factors. Several models based on Cox regression and survival trees have been developed to
incorporate additional factors into the Ann Arbor system [13–16]. However, these models
were not designed for cancer staging and thus cannot adequately address the need for staging.
The Cox models rely on the proportional hazard assumption, which is usually unmet in
practice. In addition, by default, Cox models do not produce explicit rules to stratify patients
into risk groups as does a staging system such as the Ann Arbor system. Although cutoffs
and quantiles have been used to partition patients [17,18], the grouping rules are implicit, and
the numbers of groups are very small (e.g., low-/intermediate-/high-risk groups). It is true
that survival trees do not generate a sufficient number of groups either. And it has also been
shown that the accuracies of tree models are generally low [19]. Therefore, neither Cox nor
survival tree modeling is a suitable method for lymphoma staging.

In recent years, machine-learning algorithms have evolved, and the Ensemble Algo-
rithm for Clustering Cancer Data (EACCD) [20–25], a novel machine-learning algorithm
for grouping subjects, has been successfully applied to a variety of solid tumors [26–31].
In this article, we demonstrated that EACCD can also be applied to develop a prognostic
system for lymphoma. Utilizing the information of additional prognostic factors (i.e., type,
site, age, and sex) from a big lymphoma dataset, we expanded and enhanced the traditional
Ann Arbor staging system for lymphoma patients by producing more accurate prognostic
groups. The proposed system has been validated internally and temporally to ensure
reproducibility in the future.

2. Material and Methods
2.1. Data

A total of 203,271 HL/NHL patients diagnosed between 2004 and 2014 were retrieved
from 17 databases of the Surveillance, Epidemiology, and End Results Program (SEER) of
the National Cancer Institute [32]. We excluded cases before 2004 as it was the first year
that included the tumor extension information required for classifying substages in the Ann
Arbor system. We excluded cases after 2014 because 2014 was the last year that allowed a
follow up of at least five years.

For our study data, we included survival time (measured in months) and SEER
cause-specific death classification variable [33] to conduct the lymphoma-specific survival
analysis. We also included the grouping of the Ann Arbor staging system in our study.
The Ann Arbor system has four principal stages (I, II, III, and IV). Depending on the
anatomic extent of the disease and the presence of defined constitutional symptoms, the
Ann Arbor principal stages can be further divided into 24 substages (IA/B, IEA/B, ISA/B,
IIA/B, IIEA/B, IISA/B, IIESA/B, IIIA/B, IIIEA/B, IIISA/B, IIIESA/B, and IVA/B). This
detailed grouping was treated as a factor in our study, denoted stage for simplicity. In
addition, we included the following factors: site (nodal (N) or extranodal (EN)), type
(Hodgkin lymphoma (HL) or non-Hodgkin lymphoma (NHL)), age (young (Y) or old (O)),
and sex (female (F) or male (M)). These variables have been shown to have significant
prognostic values and were defined in the vast majority of lymphoma patients in the SEER
database [6,11,12]. For age, we used 60 years as the cut off between young and old, which
is the same as the cut-off age in two commonly used prognostic systems for lymphoma
patients: Risk factors in the International Prognostic Index (IPI) for NHL and Risk factors in
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the Follicular Lymphoma Prognostic Index (FLIPI) for follicular lymphoma [12]. Detailed
definitions of levels of stage, site, type, age, and sex are provided in Supplementary
Table S1. Other variables used for prognosis, such as hemoglobin level and white blood cell
count, were not collected in the SEER database and therefore were not included. We use a
combination of levels of the prognostic factors (in the order of stage, site, type, age, and sex)
to represent a subset of patients with corresponding levels. For example, the combination
“IIA EN HL O F” represents a subset of patients with stage = IIA, site = EN, type = HL,
age = O, and sex = F. We required patients in our study data to have a known level for each
factor so that their corresponding combinations could be determined.

For validation purposes, all the cases diagnosed before 2014 were used to form the
training set, and cases diagnosed in 2014 as the validation set. In the training set, we only
retained combinations in terms of stage, site, type, age, and sex with at least 25 patients for
a more accurate survival estimation. The final training set consists of 203 combinations,
with a total number of 131,725 patients. To match the training set, we excluded from the
validation set cases who cannot be classified into any of the 203 combinations of the training
set. The final validation set consists of 15,683 patients. The detailed data management
process is shown in Figure 1. The clinical and demographic characteristics of the training
and validation sets are presented in Table 1.
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Table 1. Clinical and demographic characteristics of the training and validation datasets.

Training Set Validation Set

N % N %

Stage

IA 14,744 11.2 1706 10.9

IB 2997 2.3 310 2.0

IEA 16,090 12.2 2075 13.2

IEB 2276 1.7 238 1.5

ISA 457 0.3 70 0.4

ISB 201 0.2 28 0.2

IIA 12,054 9.2 1285 8.2

IIB 5125 3.9 511 3.3

IIEA 6142 4.7 722 4.6

IIEB 2128 1.6 266 1.7

IISA 453 0.3 50 0.3

IISB 333 0.3 22 0.1

IIESA 133 0.1 9 0.1

IIESB 108 0.1 10 0.1

IIIA 11,275 8.6 1460 9.3

IIIB 5998 4.6 706 4.5

IIIEA 1972 1.5 255 1.6

IIIEB 1010 0.8 108 0.7

IIISA 1634 1.2 213 1.4

IIISB 1667 1.3 194 1.2

IIIESA 299 0.2 34 0.2

IIIESB 246 0.2 27 0.2

IVA 27,309 20.7 3401 21.7

IVB 17,074 13.0 1983 12.6

Site

Nodal 94,043 28.6 10,764 68.6

Extranodal 37,682 71.4 4919 31.4

Type

Hodgkin 17,770 13.5 1799 11.5

Non-Hodgkin 113,955 86.5 13,884 88.5

Age

Young 55,852 42.4 6020 38.4

Old 75,873 57.6 9663 61.6

Sex

Female 58,663 44.5 6907 44.0

Male 73,062 55.5 8776 56.0

2.2. EACCD

The EACCD is a machine-learning algorithm designed to partition survival data.
It involves three main steps [25,29]: (1) defining initial dissimilarities between survival
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functions of any two combinations; (2) obtaining learned dissimilarities using initial dis-
similarities and an ensemble learning process; (3) applying hierarchical clustering analysis
to cluster combinations using the learned dissimilarities and a linkage method. There
are several approaches for each step, and we adopted the following settings in this study.
In step 1, the initial dissimilarities were measured by the effect size constructed using
the Gehan-Wilcoxon test [25]. In step 2, the ensemble learning process was based on the
two-phase Partitioning Around Medoids algorithm [34]. In step 3, the minimax linkage
method [35] was chosen for hierarchical clustering. The output of step 3 is a tree-structured
dendrogram. A C-index curve was constructed using the dendrogram, and then the op-
timal number n* of prognostic groups was found using the “knee” point of the C-index
curve. Finally, n* prognostic groups were obtained by cutting the dendrogram [25,26].

The C-index was introduced by Harrell et al. to assess the predictive accuracy of
survival data [36]: a value of 0.5 indicates no predictive discrimination; a value of 1 indicates
perfect predictive discrimination. A higher C-index implies a higher accuracy in survival
prediction. The equations for computing the C-index are available in [37].

2.3. Prognostic Systems

Survival curves for the n* prognostic groups were plotted using the Kaplan–Meier
estimates [38]. These curves allow for visually examining survival differences among the
prognostic groups. The final prognostic system, named EACCD prognostic system for
convenience, is a collection of the dendrogram, group assignment, C-index, and survival
curves for the prognostic groups.

2.4. Validation Method

The EACCD prognostic system was validated internally on the training set and tem-
porally on the validation set [39]. The internal and temporal validations, both assessing
the performance of risk stratification and survival prediction, aimed to verify the system’s
validity and reproducibility, respectively. The risk stratification was assessed by examining
the survival curves of prognostic groups and comparing the adjacent groups using the
logrank test and the univariate Cox proportional hazards regression model. The survival
prediction was evaluated by computing the C-index.

2.5. Software

All statistical analyses were conducted in R (Version 4.2.2) using the following libraries:
survival (Version 3.4-0), cluster (Version 2.1.4), protoclust (Version 1.6.4), factoextra (Version
1.0.7), compareC (Version 1.3.2), and their respective dependencies.

3. Results
3.1. Ann Arbor Staging System

Based on the training data from this study, the survival curves corresponding to
the principal stages and substages of the Ann Arbor system are shown in Figure 2A,B,
respectively. Concerning only the principal stages, the Ann Arbor staging system has a
C-index of 0.6058. Considering only the substages and assuming the expected survival in
the order of IA > IB > IEA > IEB > ISA > ISB > IIA > IIB > IIEA > IIEB > IISA > IISB > IIESA
> IIESB > IIIA > IIIB > IIIEA > IIIEB > IIISA > IIISB > IIIESA > IIIESB > IVA > IVB, the Ann
Arbor staging system has a C-index of 0.6207.
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3.2. EACCD Prognostic System

Applying the EACCD with stage, site, type, age, and sex to the training set led to
the dendrogram in Figure 3A. A C-index curve derived from the dendrogram is shown in
Figure 3B. The knee point of the C-index curve (the point at which the curve started to level
off) suggested eight groups, i.e., n* = 8, with a corresponding C-index value of 0.6863. We
then divided patients into eight prognostic groups by cutting the dendrogram into eight
groups, also shown in Figure 3A. These eight groups are rearranged in Supplementary
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Table S2 for ease of reference. Figure 3C displays the survival curves of these eight groups
on the training set. It is seen that these curves are well separated and ordered by their risk.
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Figure 3. EACCD prognostic system for lymphoma. (A) Dendrogram and cutting the dendrogram
(shown in rectangles) according to the C-index. Running the EACCD on the training set produces the
tree-structured dendrogram. A 5-year lymphoma-specific survival rate in percentage is provided to
the left of the leaf of each combination. Cutting the dendrogram according to n* = 8 in panel B creates
8 prognostic groups, shown in rectangles. Listed to the left of the dendrogram are the group numbers.
(B) C-index curve based on the dendrogram in panel A. The knee point of the curve corresponds
to 8 groups and a C-index value of 0.6863. The black dot point represents the C-index value of
0.6207 from the Ann Arbor system. (C) Lymphoma-specific survival of 8 prognostic groups in panel
A on the training data. The 5-year lymphoma-specific survival rates for 8 groups are listed on the
right side. (D) Lymphoma-specific survival of 8 prognostic groups in panel A on the validation data.
The 5-year lymphoma-specific survival rates for 8 groups are listed on the right side of the figure.

The resulting EACCD prognostic system for lymphoma based on stage, site, type, age,
and sex includes the dendrogram in Figure 3A, the prognostic groups in Supplementary
Table S2, the C-index value in Figure 3B, and the survival curves in Figure 3C.
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3.3. Validation of the EACCD Systems

To validate the above EACCD system, we performed internal validation on the training
set and temporal validation on the validation set.

The internal validation verifies the performance of the system in two aspects: risk
stratification and survival prediction. Figure 3C shows the survival curves of the prognostic
groups on the training data. The curves are well separated from each other, indicating
a good stratification of patients’ risk. This good risk separation is also supported by the
comparison results in Supplementary Table S3, where almost all hazard ratios from adjacent
groups are between 1.3 and 1.5, with uniformly significant p-values. The accuracy of the
system in terms of survival prediction is evaluated by the C-index. In fact, the EACCD
system has a C-index of 0.6863, close to 0.7, a value considered moderate to high for the
C-index [40]. Therefore, the internal validation showed that the EACCD system performs
well in both risk stratification and survival prediction.

The external validation also verifies the performance of the system with respect to
risk stratification and survival prediction. Figure 3D presents the survival curves of the
eight prognostic groups on the validation data. Overall, these survival curves are spatially
close to those obtained on the training set (Figure 3C). The C-index of the eight prognostic
groups on the validation set is 0.6867, which is close to the C-index on the training set. The
hazard ratios between adjacent groups are also similar to those obtained on the training set
(Supplementary Table S3). The p-values for the hazard ratios and logrank tests between
adjacent groups show less significance than those on the training set (due to the smaller
sample size of the validation set) but are still small. Thus, the system also has good
performance in risk stratification and survival prediction on the validation set.

The above internal and external validations confirm the good stratification and good
survival prediction of the EACCD system on the basis of stage, site, type, age, and sex and
show the reproducibility of the system performance on future lymphoma data.

4. Discussion
4.1. Comparison with Ann Arbor Staging System

With the training set, we can compare the EACCD prognostic system with the Ann
Arbor staging system in terms of prediction, risk stratification, and assignment of patients.

Earlier, we showed that the C-index value (0.6207) of the Ann Arbor system with
24 stages is higher than that (C-index = 0.6058) of the system with only four principal
stages but is lower than that (C-index = 0.6863) of the EACCD system. In fact, the EACCD
system has a significantly higher survival prediction accuracy than the Ann Arbor system
with 24 stages. This is because the p-value of the non-parametric C-index-based test [41]
for testing the difference in the prediction accuracy between the two systems (0.0656,
95% CI = (0.0634, 0.0679)) is smaller than 5 × 10−324.

The two systems can be compared on the basis of risk stratification by using their
survival curves. As shown in Figure 2B, there are many overlaps and crossovers in the sur-
vival curves of the Ann Arbor stages, which could complicate the prognosis of lymphoma.
Another problem with the survival curves of Ann Arbor stages is that, contrary to intuition,
the nominally more favorable stages may have a lower survival rate. For example, the
survival curve of Stage ISB is much lower than that of Stage IIA (Figure 2). In comparison,
the EACCD groups have well-separated survival curves, ordered in accordance with their
risk (Figure 3).

The relationship between the EACCD groups and Ann Arbor stages can be easily
understood via their assignment of patients. In fact, the assignment to four principal
stages and that to eight prognostic groups have a moderate Spearman’s rank correlation
coefficient [42] of 0.3918 with a p-value of 7.5 × 10−9. Therefore, a higher principal stage in
the Ann Arbor system tends to match a higher-risk group in EACCD and vice versa. This
is supported by Supplementary Table S4, which presents the distribution of patients for the
Ann Arbor principal stages over the eight EACCD groups. A similar conclusion holds for
the 24 ordered Ann Arbor substages, i.e., a higher-risk substage tends to match a higher-
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risk group in EACCD, and vice versa (Spearman’s rank correlation coefficient = 0.4447,
p-value = 3.0 × 10−11). This is supported by Supplementary Table S5, which presents the
distribution of patients for Ann Arbor substages over the eight EACCD groups.

To conclude, in predicting survival, the EACCD prognostic system has a significantly
higher accuracy than the Ann Arbor staging system. In stratifying patients, the EACCD
produces well-separated survival curves, with ordering consistent with their risk ordering,
while Ann Arbor staging does not. With respect to patients’ assignments, EACCD grouping
and Ann Arbor staging are moderately positively associated.

4.2. Effect of Factor Levels on Survival

The EACCD prognostic system involves five factors: stage, site, type, age, and sex. To
understand the role of each factor in the EACCD system, we examine the effect of individual
factor levels on survival. To simplify the analysis, we place EACCD groups 1–4 into the
low-risk category and groups 5–8 into the high-risk category. In addition, symptoms A
and B from the factor stage are analyzed separately. Figure 4 presents the distribution of
lymphoma patients over the two risk categories for each factor on the training set. The effect
of a factor can be examined by simply comparing the proportions at two risk categories.
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The first panel in Figure 4 shows the distribution of patients associated with different
stages (without symptoms). It is seen that Stages I, IS, and II have a bigger proportion of
low risk than high risk. The other nine stages have a bigger proportion of high risk, from
62.4% (Stage IIE) to 87.6% (Stage IIES). Therefore, a higher stage tends to have a higher
proportion in high-risk groups (than low-risk groups) and thus a worse prognosis.

The second panel shows that patients with A symptoms are more likely to be dis-
tributed in low-risk groups, while patients with B symptoms are more likely to be in
high-risk groups. Therefore, A symptoms, in general, indicate a better prognosis than B
symptoms. Similarly, panels 4 and 5 suggest that patients with non-Hodgkin lymphoma
have a worse prognosis than patients with Hodgkin lymphoma and that younger patients
generally have a better prognosis than older patients.

The third panel presents the distribution for the site (nodal or extranodal). The
distributions of patients with nodal or extranodal are similar. Therefore, the site factor
alone does not provide much information. An analogous conclusion applies to factor sex
(female or male) in the sixth panel.

The above analysis reveals the association of factor levels with risk. Although there
are no new findings beyond their known effects described in the literature, this is the first
time that the roles of these factors in the ordered risk groups are described in a system that
integrates these factors together.

4.3. Limitations of Analyses

Our lymphoma-specific survival estimates depended on the SEER cause-specific death
classification. Although this classification is optimized for cause-specific analysis based
on various characteristics (e.g., tumor sequence, site of original cancer diagnosis, and
comorbidities), survival estimates could still be biased by death certificate errors.

The algorithm of EACCD requires a relatively large sample for robust survival estima-
tion. Therefore, we precluded “rare” combinations with fewer than 25 patients. In future
updates of the system, the impact of this sample size requirement for combinations will be
minimized as more data become available.

5. Conclusions

In this study, we created an EACCD prognostic system for Hodgkin and non-Hodgkin
lymphoma patients. The system expands the Ann Arbor staging system by taking advan-
tage of the information on additional factors (site, type, age, and sex) and the machine-
learning algorithm EACCD. Even though the EACCD grouping and Ann Arbor staging
are moderately positively associated, the EACCD prognostic system has a higher accuracy
of survival prediction and produces better risk stratification of patients. We conducted
internal and temporal validations of the EACCD system to validate its performance and
reproductivity. We also analyzed the effect of each individual factor in the EACCD sys-
tem. While playing the same role as the Ann Arbor staging system, the EACCD system is
expected to offer more assistance in planning clinical trials and treatments for lymphoma.

As biomedicine evolves, increasing data on new important prognostic factors will be
utilized to deliver prognosis. Unlike traditional committee-based decision staging systems,
our prognostic system is algorithmic and data based. Therefore, the proposed system can
be easily updated to incorporate new prognostic factors when survival data of such factors
become available in the future.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/biomedinformatics3030035/s1. Table S1: Definitions of levels
of stage, site, type, age, and sex for lymphoma; Table S2: EACCD grouping of lymphoma patients
according to stage, site, type, age, and sex; Table S3: Output of the Cox proportional hazards
regression model and the logrank test for EACCD grouping on the basis of stage, site, type, age,
and sex on the training set; Table S4: Contingency table between EACCD groups and Ann Arbor
principal stages; Table S5. Contingency table between EACCD groups and Ann Arbor substages.
Reference [43] was cited in Supplementary Materials.
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