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Abstract

:

Ascending Thoracic Aortic Aneurysm (ATAA) is a permanent dilatation of the aorta which is usually related to tissue degeneration, hemodynamic conditions, lifestyle, environmental and genetic factors. As the mechanical conditions can become critical in a dilated aorta, a patient-specific computational model can be very useful to assist clinical decisions in the management of ATAAs. In this article, we model the biomechanical conditions of ATAA by performing Fluid–Structure Interaction (FSI) simulations in the SimVascular open-source software package. The patient-specific geometric model is reconstructed from Computed Tomography scan (CT). The numerical implementation takes into account patient-specific outlet conditions and a temporal flow variation at the model inlet. We performed a mesh convergence analysis on a new mesh reconstruction method in SimVascular and showed that it can significantly reduce the computational cost without impacting the accuracy.
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1. Introduction


Aging, genetic, environmental and lifestyle factors, together with Bicuspid Aortic Valve (BAV), can lead to the formation of an Ascending Thoracic Aortic Aneurysm (ATAA) [1,2]. Guidelines from the European Society of Cardiology (ESC) define ATAA as a diameter increase of at least   50 %   and recommend surgery if the maximal diameter exceeds 55   m m   [3]. However,   60 %   of patients who develop aortic dissections, which are the most catastrophic complication related to ATAA, had a diameter below the threshold of 55   m m   [4,5]. Therefore, the guidelines supporting clinical decisions need to be completed with other stratification criteria based on both hemodynamics and biomechanics [6,7,8].



In recent decades, computational mechanics has been used to model the development and progression of aortic aneurysms, taking into account hemodynamics [9,10], wall mechanics [7,11,12] and mechanobiology [13,14]. More specifically, Computational Solid Mechanics (CSM) by the Finite Element Method (FEM) are used both at the macro [2,15] and micro [16,17] scale. Taghizadeh et al. [14] and Thunes et al. [18] studied, respectively, the effect of hypertensive and uniaxial loading conditions on idealized aortic models. Gültekin et al. [12] and Ban et al. [19] implemented a computational representation of extension–distension–torsion and biaxial experimental tests. Wang et al. [20] studied the effect of glycation on Aortic Dissection (AD) progression. Mousavi et al. [21] solved an inverse problem to characterize the patient-specific hyperelastic behaviour of the aortic wall. Moreover, Hackstein et al. [22] used Artificial Intelligence (AI) to identify new hemodynamics-based metrics that correlates with certain pathological states.



AI can help to reduce computational requirements in solving these complex problems. Its adaptability has become attractive: (1) to reduce the human effort in pre-processing, namely in the segmentation or analysis of medical imageology in the 3D geometric reconstruction of patient-specific aortic aneurysm structure [23,24,25]; (2) to improve the reporting efficiency of medical imaging exams [26]; (3) to provide an early-stage prediction of rupture risk and site [27,28]; (4) to evaluate the in vivo mechanical parameters of the aortic wall tissue [15,29,30]; (5) to act as a wall constitutive model [31]; or (6) to estimate the non-loaded configuration of ATAA [32]. Furthermore, it has been used to sometimes replace CSM [15,28,33].



Computational Fluid Dynamics (CFD) models are useful to hemodynamics changes induced by the growth of the aneurysm [10,17] or the presence of AD [34,35,36], such as flow patterns, blood pressure or Wall Shear Stress (WSS) distributions, and the risk of acute events [37,38,39,40]. Zhang et al. [34] and Long Ko et al. [35] studied the underlying mechanisms of AD by evaluating the effect of pulsatile flow conditions on patient-specific geometries. Mourato et al. [10] and Simão et al. [39] developed a numerical model of ATAA hemodynamics using patient-specific models. Capellini et al. [17] applied mesh morphing techniques and reduced-order models to study the effect of aneurysm growth on hemodynamics. Condemi et al. [38] combined CFD and Magnetic Resonance Imaging (MRI) to study the correlation of WSS and rupture risk. Pasta et al. [37] found correlations between WSS biomarkers from blood samples analyses.



Fluid–Structure Interaction (FSI) models simulate the interaction between the blood flow and the aortic wall, providing a more realistic and accurate numerical description. Yeh et al. [41] studied the biomechanical behaviour of ATAA under hypertensive conditions. Chen et al. [42] applied a FSI model to analyse the dynamics of the flap in AD. Mendez et al. [43] performed a comparative study between CSM, CFD and FSI approaches and reported that FSI models needed for variations in the diameter of the order of 10–15% over the cardiac cycle. Nonetheless, the use of FSI also represents a computational effort that may not be compatible with clinical applications [43,44,45].



Several computing platforms are available to perform FSI simulations [43,46,47,48]. Among them, SimVascular was developed as an open source software dedicated to cardiovascular simulations [49]. The software allows the reconstruction of the geometric model from DICOM images and the numerical analysis for both CFD and FSI using the Arbitrary Lagrangian–Eulerian (ALE) method.



In this work, we developed FSI models of ATAA using SimVascular. We developed an optimized method for mesh generation, enabling a significant gain in computational time.




2. Methods


2.1. Overview of Mathematical Models


2.1.1. Fluid Domain


The fluid domain is modeled by solving the Navier–Stokes and the continuity equations. It was simplified as incompressible, homogeneous, and with a Newtonian behaviour. These assumptions are widely accepted in hemorheology while studying blood flow in large vessels [31,39,50,51,52],


      ρ f      ∂ u   ∂ t   +  (  ( u − w )   ·  ∇ )  u   − ∇  ·   σ f   u , p  = 0 ,  in   Ω f      



(1)






     ∇  ·  u = 0 ,  in   Ω f      



(2)




where t,   ρ f  , p,  u , and  w  are the time, fluid density, pressure, velocity and the moving coordinate velocity, respectively. The term   ( u − w )   is specific to the ALE formulation and expresses the relative fluid velocity with respect to the grid velocity [53]. Furthermore, this equation utilizes the ALE time-derivative. The Cauchy stress (  σ f  ) is defined such as    σ f   u , p  = 2 μ D  u  − p I  , where  I  is the identity tensor, and   D  u  =  1 2   ∇ u +  ∇ T  u   .




2.1.2. Solid Domain


The aorta is modeled as an incompressible, anisotropic and hyperelastic material [54,55,56]. The Cauchy stress tensor may be written such as,


   σ  i j   =  1 J   F  i k     ∂ W   ∂  F  k j      



(3)




where  F  is the deformation gradient tensor,  W  is the strain energy function and J is the Jacobian, which   J = det ( F )  .




2.1.3. Fluid–Structure Interaction


The fluid and the solid domains are coupled through Equations (4) and (5) such as [57]


  u =  ∂ t  v  



(4)






      σ f   n f  +  σ s   n s      = 0     



(5)




where  u  and  v  are the fluid velocity and the displacement fields, respectively. Furthermore,   σ f   is the Cauchy stress tensor and   n f   is the unit normal to the surface, both in the fluid domain and   σ s  ,   n s   are the counterparts for the solid domain.





2.2. Hyperelastic Constitutive Model


A Neo–Hookean strain energy density was assumed, such as


  W =   μ s  2     I ¯  1  − 3  +   K s  2    ( J − 1 )  2   



(6)




where   μ s  ,   K s   are material properties, namely shear modulus and bulk modulus, respectively, for small deformations and   I 1   is the first invariant. Accordingly, the Cauchy stress tensor can be described as follows,


   σ  i j   =   μ s   J  5 / 3      B  i j   −  1 3   B  k k    δ  i j    +  K s   ( J − 1 )   δ  i j    



(7)




where  B  is the left Cauchy–Green deformation tensor.



All material constants are reported in Table 1 [57].




2.3. Boundary Conditions


The boundary conditions in the fluid domain were defined with a velocity inlet and impedance-based boundary conditions at the outlets. The inlet conditions were defined with a flow rate as shown in Figure 1. The spatial profile was simplified as a parabolic distribution.



The outlet boundary conditions were defined with three-element Windkessel models, also known as RCR models. These models scale the pressures and blood flow at the outlet by taking into account the impedance imposed by downstream vasculatures [58].



The values of each RCR model component for each outlet are reported in Table 2. These components were iteratively tuned to fit a typical pressure curve between 70 mmHg (diastole) and 120 mmHg (systole).



The wall at the inlet and outlets were assigned with a fixed displacement (Dirichlet boundary condition).



The aorta is always subjected to mechanical stresses throughout the cardiac cycle. In this sense, the in vivo geometry extracted from Computed Tomography scan (CT) corresponds to a deformed state within the cardiac cycle of ATAA. Assigning a prestress is a method of accounting for the in vivo stress state related to the patient-specific 3D geometric reconstruction from the CT scan.



Bäumler et al. [57] mentioned two prestress methods that lead to similar results. We used the methodology presented in Figure 2. This starts with a CFD analysis on the Luminal Domain (LD), followed by a structural analysis in the Solid Domain (SD) with the pressure of the previous phase as a boundary condition. Hsu and Bazilevs [59] develop a similar approach but with a fluid traction vector instead of a pressure distribution. Afterwards, both results from CFD and CSM are implemented as an initial condition.



Fonken et al. [60] mentioned that the FSI model with prestress can effectively reach a stable state within a single cardiac cycle. Nonetheless, future analyses are still needed to verify this statement.




2.4. Mesh Development Workflow in SimVascular


The geometric model was split into two domains: the SD and the LD. Figure 3 shows the workflow for preparing both domains. First, we extract the LD from the CT scan of a patient with MITK Segmentation (developed by VMTK and incorporated in SimVascular). This tool was used to generate a surface mesh based on the pixel intensity with a threshold between 341 and 1706. This threshold interval was chosen through an interactive process using the two-dimensional mesh preview in SimVascular. Cleaning and filtering were performed using the Blender open source mesh editing tool.



In SimVascular, the SD is usually reconstructed from the LD concentric mesh (the boundary layer). Here, we introduced another approach without using the LD mesh, hence decoupling the element size from both domains (last step of Figure 3). In this approach, the SD was developed by extruding the outer surface of the LD in a mesh editing software (Blender) with a constant thickness of   1.5    m m   [61].



SimVascular also allows the construction of finite-element meshes with unstructured tetrahedral elements using a library TetGen. However, it is essential at this stage not to change the interface mesh, as there must be consistency between the outer surface of the LD and the inner surface of the SD. Figure 4 shows the mesh using the second method. The mesh structure of both SD and LD remained unchanged regardless of the element size used in the mesh sensitivity analysis. It is worth noting that the SD mesh consists of two layers in the radial direction.



To perform mesh optimization and verify the mesh convergence, a mesh sensitivity analysis was performed in two phases. The first phase consisted of decreasing the SD volumetric element size while the LD remained constant. This procedure called “SD mesh size variation” was carried out until the difference between two successive results. Afterwards, in the second phase, the same process was performed for the LD element size with the name “LD mesh size variation”. Both phases were performed within the first 300   m s   of the cardiac cycle. All numerical calculations were carried out with a Xeon(R) Gold 6230R CPU (two processors).



We paid special attention to the results obtained at two points and a slice within the Region of interest (ROI) shown in Figure 4. “Point A” located in the centerline in the middle of ATAA was used to verify the convergence of the velocity over time; “Point B” located in the inner aortic wall outer curvature was used to evaluate the convergence of WSS; and “Slice 1”, which is perpendicular to the centerline and passes through Points “A” and “B”, was used to evaluate the convergence of the cross-section area variation. We computed the Normalized Amplitude Error (NAE),   A χ  , and the Normalized Phase Amplitude Error (NPAE),   φ χ   as defined in Equations (8) and (9), respectively.


   A χ  =     ∑  i = 1  n     χ i   2     ∑  i = 1  n     χ  i  ref   2      



(8)






   φ χ  =     ∑  i = 1  n     χ i  −  χ  i  ref   2     ∑  i = 1  n     χ  i  ref   2      



(9)




where   χ i   is the quantity of interest,   χ  i  ref   is its reference value (corresponding to the most refined mesh), and n is the time spatial resolution within the cardiac cycle. The mesh sensitivity analysis is considered converged if both NAE and NPAE are within a small percentage of consecutive results.





3. Results


3.1. Sensitivity Analysis


Table 3 shows element sizes for each numerical model in the “SD mesh size variation”.



Figure 5, Figure 6 and Figure 7 show variations of the velocity at “Point A”, area variation from “Slice 1” and the WSS at “Point B”, respectively. This reveals the relatively low impact of the DS mesh on hemodynamics and wall motion, and the good agreement between the numerical models “E4” and “E5”.



Table 4 shows the NAE,   A χ  , and the NPAE,   φ χ  , calculated with all previous simulations regarding the “SD mesh size variation”. This method allows a quantitative analysis regarding the convergence of those numerical models.



Both NAE and NPAE are a difference lower than   1 %   in the “E4” model. It can be concluded that there is a convergence between these numerical models; therefore, it is not necessary to reduce volumetric element size.



Figure 8 shows the effect of the SD mesh size on the velocity at time instant 245   m s   and related it to the computational effort (number of elements in SD). The computational time increases almost linearly with the number of elements and the velocity at “Point A” converges for the largest number of elements. Although other factors may invalidate the systematic use of the average computational time as an indicator, the significant difference between analyses shows a mesh size impact. Therefore, the optimal SD mesh is close to   1.5 ×  10 5    elements, which is equivalent to the “E4” mesh.



The sensitivity to the LD mesh size was analysed with the same methodology as the previous, starting from “F1” (the previous “E4” model).



The interface mesh sensitivity was included in this analysis. The number of elements varied in the SD as in the LD outer wall (interface) mesh used to generate the SD surface mesh in our approach, as shown in Table 5.



Figure 9, Figure 10 and Figure 11 show the variation of the velocity at "Point A”, area variation in “Slice 1” and WSS at “Point B” over the computed time, respectively. There is no significant difference between “F3” and “F4”, demonstrating mesh convergence.



From these previous results, we can derive the NAE and NPAE reported in Table 6. As shown, the model “F2” is within   2.5 %  , which is acceptable.



Figure 12 shows a linear increase in computational time with the size of the elements, and in parallel, there was a convergence of the velocity as expected for this time instance. This shows that the best mesh from the point of view of computational efficiency is “F2”. In summary, the best element size is   1.35     m m   in the LD and   1.1     m m   in the SD.




3.2. Hemodynamics and Structural Capabilities


To understand the behaviour and results capabilities, we analysed the hemodynamics and the structural behaviour in ATAA. Figure 13 shows both the velocity and displacement magnitudes and the WSS distribution within the first cardiac cycle at 150 and 300   m s   (systole and beginning of diastole, respectively).



Figure 14 presents the pressure distribution inside the ATAA (“Point A”). Pressure variation ranging between   123.7   and   62.1  , as predicted, highlights the behaviour of the RCR model.





4. Discussion


Computational analyses using different approaches have been proposed in the literature as a tool to model the biomechanical behaviour of the aneurysmatic aorta to evaluate the risk of rupture and aneurism growth and progression, eventually with positive results. It has been demonstrated that the interaction between the aorta hyperelastic behaviour and hemodynamics cannot be ignored while analysing ATAA [45]. Therefore, some studies have also integrated FSI to enhance the computational models to a digital twin representation of aortic aneurysm. Nevertheless, a FSI model requires significant computational effort, especially when coupled with the three-element Windkessel model and with a prestress model [57,59].



In this work, a new method for mesh generation in SimVascular was proposed, allowing the optimization of both the fluid and solid domains in two ways. On the one hand, this allows a refined concentric mesh next to the LD outside wall. This mesh section was optimized to efficiently resolve the boundary layer and consequently allow a coarser increase in element size in the remaining domain. On the other hand, this methodology yielded the element size optimization in each domain which was almost independent, leading to a more efficient mesh sensitivity analysis, and improving the number of mesh elements. Both these improvements lead to a coarser mesh, without a loss of accuracy, thus guaranteeing a reduction in computational time.



The RCR model applied ranging between 123.7 mmHg and 62.1 mmHg. These pressure variation values meet the iterative process used to develop the RCR model. Furthermore, the pressure starts in a non-resting state, showing the significance of the initial condition. The pressure difference, between the first and last time steps of the cardiac cycle, shows a non-periodicity in our model. Further analysis needed to be performed to fully understand the cycle-to-cycle periodicity.



To validate the in silico capability in the numerical model results would require further patient-specific analysis. However, simplification regarding the limit state of the incoming space vector flow and wall properties may play a significant role in predicting results on ATAA. This assumption is based on the relationship between ATAA and pathologies responsible for altered hemodynamics such as that observed in BAV [7,62,63]. The present numerical model can be improved by including the variation in ATAA thickness and improving both the estimation of tissue mechanical properties and patient-specific boundary conditions. Moreover, the numerical model can be further validated by using 4D-MRI to analyse the AD progression.



Fonken et al. [60] demonstrated that, after three cardiac cycles, there are some resemblances in the pressure and flow between the model without prestress and the first cardiac cycle of a model with prestress. In this sense, there may be convergence in the model with prestress after a single cardiac cycle and both models may have a similar result. Furthermore, they mention that this analysis was not performed due to a lack of computational time. Further analysis must be performed to fully conclude the convergence possibility. Further studies may focus on improving the numerical model, verifying the prestress significance in the model, and validating the first cardiac cycle results against cycle-to-cycle analyses.




5. Conclusions


This work addresses an FSI simulation of the ATAA using the SimVascular open access software A considerable computational time of approximately 100 h in a workstation was typically required. The computational cost was mitigated by improving the efficiency in meshing creation and convergence in both fluid and solid domains. In future work, we plan to improve the prestress and Windkessel models. The verification of the convergence across cycle-to-cycle analyses will also be performed. Moreover, the numerical model will be compared against in vivo measurements based on 4D MRI for validation.
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The following abbreviations are used in this manuscript:



	AD
	Aortic Dissection



	ALE
	Arbitrary Lagrangian–Eulerian



	AI
	Artificial Intelligence



	ATAA
	Ascending Thoracic Aortic Aneurysm



	CSM
	Computational Solid Mechanics



	CFD
	Computational Fluid Dynamics



	CT
	Computed Tomography scan



	ESC
	European Society of Cardiology



	FSI
	Fluid–Structure Interaction



	LD
	Luminal Domain



	MRI
	Magnetic Resonance Imaging



	NAE
	Normalized Amplitude Error



	NPAE
	Normalized Phase Amplitude Error



	ROI
	Region of Interest



	SD
	Solid Domain



	WSS
	Wall Shear Stress



	FEM
	Finite Element Method



	FEA
	Finite Element Analysis



	BAV
	Bicuspid Aortic Valve
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Figure 1. Flow variation applied at the Inlet boundary [10,39]. 
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Figure 2. Prestress methodology for a numerical model with FSI. 
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Figure 3. Methodology for SD and LD mesh development. 
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Figure 4. Standard mesh shape with our new approach using a two-layer solid domain (red) and lumen domain (blue) containing concentric mesh. “Point A”, “Point B” and “Slice 1” location for results analysis. 
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Figure 5. Flow velocity at “Point A” for the “SD mesh size variation” analysis. 
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Figure 6. Area variation at “Slice 1” for the “SD mesh size variation” analysis. 
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Figure 7. Area variation at “Point B” for the “SD mesh size variation” analysis. 
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Figure 8. Velocity variation of each numerical model for the time frame 245   m s   in parallel with the computational time required for the “SD mesh size variation” analysis. 
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Figure 9. Flow velocity at ”Point A” for the “LD mesh size variation” analysis. 
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Figure 10. Area variation at the “Slice 1” for the “LD mesh size variation” analysis. 
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Figure 11. WSS at “Point B” for the “LD mesh size variation” analysis. 
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Figure 12. Velocity variation of each numerical model for the time frame 245   m s   in parallel with the computational time required for the “LD mesh size variation” analysis. 
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Figure 13. Velocity magnitude, displacement magnitude and wall shear stress distribution analysis at 150 and 300   m s  . 
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Figure 14. Pressure variation within the first cardiac cycle. 
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Table 1. Parameters of the numerical model applied to both domains.
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	Fluid density
	  ρ  
	1.060   g ·  cm  − 3    



	Fluid viscosity
	  μ  
	0.04  P 



	Solid density
	   ρ s   
	1.120   g ·  cm  − 3    



	Young’s modulus
	E
	10   Mdyn ·  cm  − 2    



	Poisson ratio
	  ν  
	   0.49   
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Table 2. Values for the RCR model at each outlet.
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	   R p    (dyn    ·    s    ·    cm     − 5    )
	C (cm    5       ·    dyn     − 1    )
	   R d    (dyn    ·    s    ·    cm     − 5    )





	Thoracic aorta
	39
	   4.82 ×  10  − 4     
	1016



	Brachiocephalic trunk
	139
	   8.74 ×  10  − 5     
	3637



	Left common carotid artery
	520
	   7.70 ×  10  − 5     
	13,498



	Left subclavian artery
	420
	   9.34 ×  10  − 5     
	10,969
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Table 3. Variation of the number of elements in both domains in the “SD mesh size variation” analysis.
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Lumen Domain

	
Solid Domain






	
Nomenclature

	
Elem. Size (mm)

	
Elem. Number

	
Elem. Size (mm)

	
Elem. Number




	
E1

	
1.5

	
1,132,012

	
1.4

	
93,960




	
E2

	
1.5

	
1,132,012

	
1.3

	
106,208




	
E3

	
1.5

	
1,132,012

	
1.2

	
128,791




	
E4

	
1.5

	
1,132,012

	
1.1

	
154,963




	
E5

	
1.5

	
1,132,012

	
1.0

	
184,184
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Table 4. Normalized amplitude error,   A χ  , and normalized phase amplitude error,   φ χ  , for all previous measurements of “SD mesh size variation” using “E5” as reference.
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Error

	
E1

	
E2

	
E3

	
E4

	
E5






	
Velocity

	
   A χ   

	
0.972

	
0.984

	
1.006

	
1.001

	
1




	
   φ χ   

	
0.028

	
0.016

	
0.006

	
0.001

	
0




	
Area Variation

	
   A χ   

	
0.879

	
0.942

	
1.060

	
1.009

	
1




	
   φ χ   

	
0.122

	
0.058

	
0.060

	
0.009

	
0




	
WSS

	
   A χ   

	
0.971

	
1.010

	
1.018

	
0.997

	
1




	
   φ χ   

	
0.029

	
0.010

	
0.018

	
0.003

	
0








E1…E5 represent the five mesh densities of the models in ascending order.
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Table 5. Variation of the number of elements in both domains in the “LD mesh size variation” analysis.
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Lumen Domain

	
Solid Domain






	
Nomenclature

	
Elem. Size (mm)

	
Elem. Number

	
Elem. Size (mm)

	
Elem. Number




	
F1

	
1.50

	
1,132,012

	
1.1

	
154,963




	
F2

	
1.35

	
1,531,120

	
1.1

	
264,022




	
F3

	
1.30

	
1,700,764

	
1.1

	
280,207
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Table 6. Normalized amplitude error,   A χ  , and normalized phase amplitude error,   φ χ  , for all previous measurements of “LD mesh size variation” using “F3” as the reference.






Table 6. Normalized amplitude error,   A χ  , and normalized phase amplitude error,   φ χ  , for all previous measurements of “LD mesh size variation” using “F3” as the reference.





	

	
Error

	
F1

	
F2

	
F3






	
Velocity

	
   A χ   

	
1.118

	
1.034

	
1




	
   φ χ   

	
0.118

	
0.034

	
0




	
Area Variation

	
   A χ   

	
1.186

	
1.045

	
1




	
   φ χ   

	
0.186

	
0.045

	
0




	
WSS

	
   A χ   

	
1.355

	
0.998

	
1




	
   φ χ   

	
0.355

	
0.001

	
0








F1…F3 represent the three mesh densities of the models, in ascending order.
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