
Supplementary Materials for 

How Far can Nature-Based Solutions Increase Water Supply Resilience to Climate Change in 
One of the Most Important Brazilian Watersheds? 

1. SWAT model operation description 

The SWAT model operates dividing the simulations into land phase (models the amount of water, 
sediments, nutrients, and pesticides carried from subbasins to their respective main channels) and routing 
phase (which represents how these loads flow through the drainage network to the watershed outlet). The 
water balance equation governs the processes simulated in the land phase [1]. 

The model divides the watershed into subbasins and further divides the subbasins into smaller units 
that correspond to unique combinations of land use, soil type, and slope class, known as Hydrologic 
Response Units (HRUs) [1]. The outputs are generated for each HRU and then grouped for each subbasin. 
To delimit the Atibainha river basin, automatic watershed delineation based on DEM was used. In total, 10 
subbasins and 880 HRUs were created. To create HRUs representative of all the variability present in the 
basin, no threshold of minimum area of occurrence for soil, land use, or slope class, was determined. 

2. Model setup 

2.1. Baseline model 

Topography was divided in five slope classes that had a similar occurrence in the watershed: 0-5% 
(21.6%), 5-15% (13.3%), 15-25% (15.2%), 25-45 (24.3%) and >45% (25.6%).  

The land use map was manually reviewed and updated using OrbView and WorldView satellite 
images (years 2011 and 2012) to more accurately delimit the location of built-up areas and roads. The land 
use map selected, despite having been developed with less recent images, has a greater spatial resolution 
and level of detail in contrast to other maps available for the watershed. To assess whether the land use map, 
created with 2011 satellite images, was still consistent with the present reality of the basin, 603 random points 
were created according to Lillesand, Kiefer, and Chipman’s [2] recommendations to evaluate a minimum of 
50 points per use class. At those points, the use class assigned by the map was contrasted manually with 
Vivid satellite images for the year 2019. A confusion matrix was generated and the Kappa value was 
calculated (Table S1). General accuracy obtained was high (94.5%) and Kappa accuracy index (0.93) was 
classified as excellent [3], indicating that the map chosen is suitable for creating a current model of the 
Atibainha river basin. 

  



Table S1. Confusion matrix used to assess the accuracy of the land use map. 

Land Use 
Land Cover 

Class* 
WATR EUCA FRSE PAST UTRN URLD Total Accuracy 

(U) 
Kappa 

WATR 50 0 0 0 0 0 50 1  
EUCA 0 121 3 2 0 0 126 0.96  
FRSE 1 2 189 0 0 1 192 0.984  
PAST 0 20 3 111 0 0 135 0.822  
UTRN 0 0 0 0 50 0 50 1  
URLD 0 0 0 0 1 49 50 0.98  
Total 51 143 195 113 51 50 603 -  

Accuracy (P) 0.98 0.85 0.97 0.982 0.98 0.98 - 0.945  
Kappa         0.93 

*Land use codes applied in the table are the same for SWAT database: EUCA = Eucalyptus; FRSE = Forest-Evergreen; PAST = Pasture; 
URLD = Residential low-density; UTRN = Urban transportation; WATR = Water. 

The soil map has been updated through a new photointerpretation of the relationship between soil 
and landscape, increasing compatibility between the landforms and the soil classes indicated. The update 
allowed the separation of soil type associations present in the original map and the inclusion of other soil 
classes with a high probability of occurrence in the study area.  

All meteorological and rain stations near the study site were compiled and tested in different 
combinations of weather data sets (Table S2). The data sets effects on the uncalibrated model performance 
were evaluated by comparing the simulated and observed streamflow in 2 river gauges selected for the 
model calibration, using commonly applied hydrologic model performance statistics (Nash-Sutcliffe 
efficiency coefficient (NS), Percent bias (PBIAS), and the coefficient of determination (R2)). The best results 
were obtained when using daily measured temperature and precipitation data from 2009 to 2019, obtained 
from one meteorological station near the basin outlet, and SWAT’s weather generator to fill the gaps in the 
data time series. 

Table S2. Sources of climate data and weather data set combinations analyzed. IAC corresponds to 
the Agronomic Institute of Campinas; DAEE corresponds to Water and Electric Energy Department; 
Sabesp is the Basic Sanitation Company of São Paulo State; WGEN corresponds to SWAT’s Weather 
Generator and INMET is the National Meteorology Institute. 

Combination id Precipitation source Temperature source 
Remaining climate 

parameters* 

1 IAC IAC WGEN 

2 IAC + Hidroweb + DAEE + Sabesp IAC WGEN 

3 
IAC + Hidroweb + DAEE + Sabesp (only 
stations with at least 85% of time series 

complete) 
IAC WGEN 



4 
IAC + Hidroweb + DAEE + Sabesp 

(Gaps in time series manually filled with 
data from nearby stations) 

IAC WGEN 

5 

IAC + Hidroweb + DAEE + Sabesp (only 
stations with at least 85% of time series 

complete and gaps in time series 
manually filled with data from nearby 

stations) 

IAC WGEN 

6 IAC 

IAC (Gaps in time 
series manually filled 
with data from nearby 

stations) 

WGEN 

7 IAC 

IAC (Gaps in time 
series manually filled 
with data from nearby 

stations) 

INMET 

8 IAC IAC INMET 

9 WGEN WGEN WGEN 

10 IAC WGEN WGEN 

* Remaining parameters correspond to wind speed, solar radiation, and relative humidity. 

Regional studies supported the alteration of SWAT database default values for some key parameters 
aiming to represent more accurately the study area condition. The altered parameters were: plant growth 
factors (Table S3); initial plant growth parameters for vegetation that doesn’t require a “plant/begin growing” 
operation since they are already growing at the beginning of the simulation (Table S4); C-factor (Table S5); 
and curve-number (Table S6).  

Table S3. Plant growth factors altered according to regional studies. Vegetation type corresponds 
to SWAT land use codes: EUCA = Eucalyptus, FRSE = Forest-Evergreen and PAST = Pasture.  

Parameter Description Vegetation type Original value Altered value Source 

BLAI 

Maximum 
potential leaf 

area index 
(m2/m2) 

EUCA 2.5 3.5 [4] 

FRSE 5 7 [5] 

PAST 4 3.2 [6] 

ALAI_MIN EUCA 0.75 2.2 [4] 



Minimum leaf 
area index 

during 
dormancy 

(m2/m2) 

FRSE 0.75 6 [5] 

PAST 0 1.6 [6] 

CHTMX 
Maximum 

canopy height 
(m) 

EUCA 3.5 21 [7] 

FRSE 10 10 [8] 

PAST 0.5 0.3 [9] 

BIO_LEAF 

Fraction of tree 
biomass 

accumulated 
each year that is 

converted to 
reside during 

dormancy 

EUCA 0.3 0.3 Default value 

FRSE 0.3 0.015 Manual adjust 

PAST 0 0 Default value 

BM_DIEOFF 
Biomass fraction 
that dies during 

dormancy 

EUCA 0.1 0.1 Default value 

FRSE 0.1 0.04 Manual adjust 

PAST 0.1 0.04 Manual adjust 

Table S4. Initial plant growth parameters altered according to regional studies. Vegetation type 
corresponds to SWAT land use codes: EUCA = Eucalyptus, FRSE = Forest-Evergreen and PAST = 
Pasture. 

Parameter Description Vegetation type Value Source 

LAI_INIT Initial leaf area index 
(m2/m2) 

FRSE 7 [5] 

PAST 3,2 [6] 

BIO_INIT Initial dry weight 
biomass (kg/ha) 

FRSE 150,000 [10] 

PAST 1,500 [11] 

PHU_PLT 

A total number of 
heat units or 

growing degree days 
needed to bring 

plant to maturity. 

FRSE 8,000 Manual adjustment 

PAST 3,500 [12] 

  



Table S5. Universal Soil Loss Equation C factor altered according to regional studies. Vegetation 
type corresponds to SWAT land use codes: EUCA = Eucalyptus, FRSE = Forest-Evergreen and PAST 
= Pasture. 

Vegetation type C-factor Source 

EUCA 0.05 [13] 

FRSE 0.003 [13] 

PAST 0.03 [14] 

Table S6. Universal Soil Loss Equation C factor altered according to regional studies. Vegetation 
type corresponds to SWAT land use codes: EUCA = Eucalyptus, FRSE = Forest-Evergreen and PAST 
= Pasture. Here are also shown curve numbers used for the two new land use classes added to the 
SWAT database to represent the condition of managed eucalyptus (RFLO) and pasture uses 
(PMAN). 

Vegetation type 

Curve number* for each soil’s hydrologic group and 
each land use-land cover 

A B C D 

EUCA 45 66 77 83 

RFLO 35 55 70 70 

FRSE 20 40 49 52 

PAST 49 69 79 84 

PMAN 39 61 74 80 

*Curve number values extracted from Sartori, [15]. 

2.2. Land use-land cover change scenarios 

To build the land use map for the riparian conservation scenario, the hydric Permanent Preservation 
Areas (APP) layer for the basin was obtained from the Brazilian Foundation for Sustainable Development 
(FBDS) [4] and joined with the current land use map. Impervious areas located inside the APPs limits were 
maintained, given that to implement this strategy, buildings and roads wouldn’t be modified.  

To build the land use map for the focal conservation scenario, the first step was to apply the 
Conservative Use Potential (PUC) method. The lithology map for São Paulo state [5] was applied with the 
current scenario’ DEM and soil map to determine the watershed’s PUC classes. In the following step, the 
PUC raster produced was overlayed with the current land use map. All sites containing eucalyptus 
plantations and pastures in areas with classes equal to 4 or 5 had their SWAT land use code modified from 
EUCA (eucalyptus) and PAST (pasture) to RFLO (reforestation) and PMAN (managed pasture), respectively. 



The codes RFLO and PMAN represent two new land use classes added to the SWAT database to 
represent a condition of managed eucalyptus and pasture uses, respectively.  For both new land uses, the 
curve number was altered to represent best management practices (Table S6). Additionally, to represent 
pasture best management practices the following parameters were also modified based on literature values: 
C-factor value; maximum and minimum leaf area index; maximum canopy water storage; initial leaf area 
index; and initial dry weight biomass (Table S7). 

Table S7. Parameters altered to represent best management practices adopted in pasture areas in 
land use scenarios focal conservation and combined solutions. 

Parameter Description Value Source 

C-factor 
Minimum value of USLE C factor for 
water erosion applicable to the land 

cover/plant 
0.008 [14] 

BLAI Maximum potential leaf area index 
(m2/m2) 3.6 [9] 

ALAI_MIN Minimum leaf area index during 
dormancy (m2/m2) 3.2 [9] 

CANMX Maximum canopy storage (mm H2O) 1.33 [16] 

LAI_INIT Initial leaf area index (m2/m2) 3.6 [9] 

BIO_INIT Initial dry weight biomass (kg/ha) 2.700 [16] 

 

  



2.3. Land use-land cover change scenarios results 

Figure S1. Annual mean water yield for each climate condition (observed-historical, RCP 4.5 and 
RCP 8.5) and each LULC scenario (Current, APP = riparian restoration, PUC = focal conservation 
and APP+PUC = combined solutions). Shaded area shows the 95% confidence interval. 

 

Figure S2. Annual mean streamflow into the basin’s outlet reach for each climate condition 
(observed-historical, RCP 4.5 and RCP 8.5) and each LULC scenario (Current, APP = riparian 
restoration, PUC = focal conservation and APP+PUC = combined solutions). Shaded area shows the 
95% confidence interval. 



 

Figure S3. Annual mean groundwater contribution to streamflow for each climate condition 
(observed-historical, RCP 4.5 and RCP 8.5) and each LULC scenario (Current, APP = riparian 
restoration, PUC = focal conservation and APP+PUC = combined solutions). Shaded area shows the 
95% confidence interval. 

 

2.4. Climate change scenarios 

The NASA Earth Exchange Global Daily Downscaled Projections (NEX-GDDP) dataset was 
downloaded from the NASA data portal available at 
https://nex.nasa.gov/nex/static/htdocs/site/extra/opennex/. The mean multi-model ensemble approach was 
used to represent the climate change scenarios (Table S8). The multi-model ensemble approach combines 
different weather forecasts obtained by different climate models that are run with slight differences towards 
their initial conditions, in order to account for the uncertainty of those conditions [17]. The use of the multi-
model ensemble approach has been recommended in hydrologic studies because its predictions are generally 
considered superior compared to single projection data. Moreover, multi model ensembles are commonly 
used to reduce the uncertainties of future climate estimates [18,19]. 

Quantile mapping was used for bias correction in the daily precipitation data. quantile mapping, a 
widely used and robust methodology for bias correction of daily precipitation data [20]. We emphasize that 
due to the unavailability of historical maximum and minimum temperature data, bias correction on this 
variable was not possible. 

  



Table S8. List of NEX-GDDP models used for the mean multi-model ensemble. 

Model Country RCP 4.5 RCP 8.5 

ACCESS1.0 Australia X X 

BCC-CSM1.1 China X X 

CNRM-CM5 France X X 

CSIRO-MK3.6.0 Australia X X 

GDFL-CM3 United States X X 

GDFL-ESM2G United States X X 

GDFL-ESM2M United States X X 

INM-CM4 Russia X X 

IPSL-CM5A-MR France X X 

MIROC-ESM Japan X X 

MIROC-ESM-CHEM Japan X X 

MPI-ESM-LR Germany X X 

MPI-ESM-MR Germany X X 

MRI-CGCM3 Japan X X 

NORESM1-M Norway X X 
 

3. Model calibration and validation 

3.1. Calibration and validation procedures 

Each gauge was calibrated separately, starting with the one located upstream and following to the 
other downstream. Calibrated values of parameters were substituted and fixed for one gauge and its 
tributaries before moving to the next [21]. The first three years of the time series were used as model warm-
up period. The remaining years were equally split between calibration and validation and the group of years 
applied in each of these procedures at each station, was selected in order to ensure that the mean and variance 
of discharges presented values as close as possible for both periods [22] (Table S9). 

  



Table S9. Streamflow stations and periods used for calibration and validation. 

Streamflow 
Gauges 

Station 
Code Source Sub-basin Time Series Calibration Validation 

Nazaré Paulista 62655800 National Water Agency 
(ANA) 

7 July 2014 – 
December 2019 

2015, 2017 
and 2019 

2014, 2016 
and 2018 

Barragem 
Afluente 

62653510 Basic Sanitation Company of 
São Paulo State (SABESP) 

5 
(Watershed outlet) 

January 2009 – 
December 2019 

2012 – 2014 
and 2019 

2015 - 2018 

 

Calibration and validation were performed semi-automatically in the SWAT-CUP program [23] using 
the SUFI-2 (Sequential Uncertainty Fitting) optimization algorithm [24] and Kling-Gupta Efficiency (KGE) as 
goal function [25]. In SUFI-2 the uncertainty present in the inputs and outputs is taken into account, 
quantified, and represented by the 95% prediction uncertainty (95PPU). The strength of a given calibration 
is linked to the percentage of observations contained within the 95PPU band (indicated by the P-factor 
statistic) and the average width of that band (indicated by the R-factor statistic) [24]. For discharge 
calibration, satisfactory P-factor and R-factor are more than 70% and closer to 1, respectively. KGE values 
range from 0 to 1, values greater or equal to 0.5 are considered satisfactory results [26]. The best calibration 
solution was considered the one that resulted in the best set of values for KGE, P-factor, and R-factor statistics. 
Results are also shown for Nash-Sutcliffe (NS; [27]), Percent Bias (PBIAS), and the coefficient of 
determination (R2) performance statistics. 

The canopy maximum water storage (CANMX) parameter had its range values determined according 
to literature measured values for each vegetation type present in the basin: eucalyptus [28,29], forest [30,31], 
and pasture [29,16]. This parameter introduces water in the system and thus was fitted first, separately from 
the others, had its best values fixed, and was removed from the calibration prior to adjustments in further 
inputs, following Abbaspour and colleagues’ recommendation [22]. This was done through the execution of 
1 iteration made of 100 simulations. The next step was to run an iteration with 500 simulations and perform 
a global sensitivity analysis [23] for 17 parameters related to streamflow and selected from the literature 
[21,24,1,32]. Only the most sensitive inputs for each station were included in the following iterations. 
Iterations were made until the best set of values for the aforementioned statistics was obtained. Parameter 
sensitivities, calibrated ranges, and adjusted values can be found in Tables S10 and S11, respectively. 

Table S10. More sensitive parameters according to global sensitivity analysis for each streamflow 
gauge. 

Streamflow gauge Parameter t-Stat p-value 

Nazaré Paulista 

v_EPCO.hru 20.13 0.000000000 
r_SOL_BD().sol -17.07 0.000000000 
r_SOL_K().sol -14.73 0.000000000 

r_SOL_AWC().sol 14.22 0.000000000 
v_ESCO.hru -7.09 0.000000000 

r_SLSUBBSN.hr 4.51 0.000008058 
v_GW_DELAY.gw -3.00 0.0000038012 

Barragem Afluente 
v_RCHRG_DP.gw 14.66 0.000000000 
v_GW_DELAY.gw 9.49 0.000000000 

v_EPCO.hru 5.20 0.000000303 
 

  



Table S11. Parameters used for calibrating the base model, original values, modification range 
applied and final fitted value, and respective sub-basin of application. 

Parameter Subbasins Original 
value 

Modification 
range Fitted value 

v_CANMX.hru_EUCA 1-10 0 0 to 2.5 2.1625 
v_CANMX.hru_FRSE 1-10 0 0 to 8 7.88 
v_CANMX.hru_PAST 1-10 0 0 to1 0.665 

r_CN2.mgt* 1-6, 8-10 
7 Variable -0.1 to 0.1 -0.0738 

-0.0894 

r_CN2.mgt** 1-6, 8-10 
7 Variable -0.1 to 0.1 0.053 

-0.0634 

r_SOL_AWC().sol 1-6, 8-10 
7 Variable -0.25 to 0.27 -0.01132 

0.11452 

r_SOL_K().sol 1-6, 8-10 
7 Variable -0.25 to 0.25 -0.2335 

-0.1925 

r_SOL_ALB().sol 1-6, 8-10 
7 Variable -0.25 to 0.1 -0.0515 

-0.11735 

r_SOL_BD().sol 1-6, 8-10 
7 Variable -0.3 to 0.015 -0.044535 

-0.223455 

v_GWQMN.g 1-6, 8-10 
7 1000 0 to 2000 334 

1542 

v_GW_REVAP.gw 1-6, 8-10 
7 0.02 0.02 to 0.2 0.1847 

0.16346 

v_GW_DELAY.gw 1-6, 8-10 
7 31 0 to 500 454.5 

25.5 

v_RCHRG_DP.gw 1-6, 8-10 
7 0.05 0 to 1 0.903 

0.923 

v_REVAPMN.gw 1-6, 8-10 
7 750 0 to 1000 753 

463 

v_ALPHA_BF.gw 1-6, 8-10 
7 0.048 0 to 1 0.023 

0.373 

v_EPCO.hru 1-6, 8-10 
7 1 0 to 1 0.839 

0.917 

v_ESCO.hru 1-6, 8-10 
7 0.95 0.6 to 1 0.9124 

0.7476 

r_SLSUBBSN.hru 1-6, 8-10 
7 Variable -0.15 to 0.23 0.1217 

0.22506 

v_CH_K2.rte 1-6, 8-10 
7 0 0.025 to 25 10.089925 

17.782225 

v_CH_N2.rte 1-6, 8-10 
7 0.014 0 to 0.15 0.11235 

0.08265 
*CN2 calibrated separately for the uses of eucalyptus and pasture present in soils of hydrological 
group A. **CN2 calibrated separately for all uses present in soils of hydrological groups C and 
D. The table shows the original values of the parameters (present in the default model), the range 
of values for the parameter for calculating the 95PPU band, and the final calibrated values. The 
r operator corresponds to the relative method for changing values, where the current value is 
multiplied by 1 + x, with x being a value within the defined maximum and minimum limits. v 
corresponds to the substitution method, where the parameter value is replaced by another value 
within the defined limits. The file to which each parameter belongs is indicated by the extension 
present in its definition (e.g.: .mgt the file of inputs of handling parameters). 

 
  



3.2. Calibration and validation results 

The results of the calibration of the base model in sub-basin 7 were considered satisfactory for all 
evaluated statistics, with the exception of NS, according to the performance ratings proposed by Moriasi 
and colleagues [33] and by Kouchi et. al. [26] for monthly time step (Table S12). The validation in sub-
basin 7, however, presented worse results, being considered adequate only according to PBIAS. 
Nevertheless, both the calibration and the validation of the base model at the basin outlet showed good 
results, having obtained satisfactory values for all performance metrics (with the exception of NS value 
for validation), as well as an excellent coverage of measured streamflow by the final calibration ranges 
(P-factor ≥ 70%) and a low uncertainty (R-factor < 1). 

Table S12. Performance statistics of base model calibration and validation for monthly streamflow. 

Streamflow 
Gauges Period P-factor R-factor KGE NS PBIAS R2 

Nazaré 
Paulista 

Calibration 0.37 0.73 0.72 0.5 9.8 0.65 
Validation 0.42 1.21 0.37 -0.5 20 0.37 

Barragem 
Afluente 

Calibration 0.71 0.83 0.83 0.67 3.9 0.72 
Validation 0.69 0.99 0.71 0.42 10.5 0.59 
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