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Abstract

:

In isolated power systems with very high instantaneous shares of renewables, additional inertia should be used as a complementary resource to battery energy storage systems (BESSs) for improving frequency stability, which can be provided by synchronous condensers (SCs) integrated into the system. Therefore, this paper presents a methodology to infer the system dynamic security, with respect to key frequency indicators, following critical disturbances. Of particular interest is the evidence that multiple short-circuit locations should be considered as reference disturbances regarding the frequency stability in isolated power grids with high shares of renewables. Thus, an artificial neural network (ANN) structure was developed, aiming to predict the network frequency nadir and Rate of Change of Frequency (RoCoF), considering a certain operating scenario and disturbances. For the operating conditions where the system frequency indicators are violated, a methodology is proposed based on a gradient descent technique, which quantifies the minimum amount of additional synchronous inertia (SCs which need to be dispatch) that moves the system towards its dynamic security region, exploiting the trained ANN, and computing the sensitivity of its outputs with respect to the input defining the SC inertia.
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1. Introduction


The large-scale integration of converter-interfaced renewable energy systems (CI-RESs) in isolated power systems is progressively reducing the share of synchronous units in the daily system operation, thus lowering the availability of power-frequency regulation capacity and synchronous inertia during certain periods [1,2]. The reduced synchronous inertia in isolated systems leads to larger frequency excursions and to a faster Rate of Change of Frequency (RoCoF) following disturbances, since the system is more prone to activate the under-frequency load shedding mechanisms, which is typically considered as a violation of dynamic security criteria [3].



In order to mitigate this issue, while allowing for more CI-RES integration, insular system operators have been implementing several solutions. In recent years, insular system operators have been installing battery energy storage systems (BESSs) to provide fast power-frequency regulation reserves [4]. Another option that has been exploited is the development of new grid codes, which require the active participation of CI-RESs in the provision of regulation services [5]. Alternatively, dynamic security assessment (DSA) algorithms have been developed with the aim of allowing an increase integration of RES without jeopardizing the system security [6].



The DSA methods intend to evaluate the dynamic security of a given dispatch scenario over several contingencies. DSA strategies have two main goals: (1) ensure that the unit commitment (UC)/economic dispatch (ED) solution is robust in terms of the system dynamic security point of view and (2) guarantee that the system dynamic security during real-time operation is not compromised due to renewable generation and/or load consumption forecasting errors during the daily operation. Following the identification of an insecure operating condition, preventive measures can be suggested to the system operator [7,8].



In the first instance, some online DSA methods resorted to performing full dynamic simulations of the entire power grid [9]. However, the long execution times and intensive computational burden associated with the numerical methods which solve its algebraic and differential equations makes them unsuitable for online applications. More recently, the emergence of machine learning-based methods, such as artificial neural networks (ANNs) or decision trees (DTs), offered alternative solutions to assess network security following network disturbances. These learning techniques are trained offline considering a wide range of operation scenarios and contingency events. Its main advantage relies on reduced computational effort to assess the network state with a minimal error margin [8,9,10,11,12].



The first DSA methods for isolated power grids were developed during the European R&D CARE project in the late 1990s, which used Crete island as a study case, having at that time a peak load exceeding 400 MW and more than 60 MW of installed wind power. Subsequent to that project, it started the MORE CARE project which aimed to produce enhanced capabilities for the CARE software [8,10]. The aim was to optimize the operation of isolated systems with increased shares of CI-RESs (mainly wind power) and providing advanced online security functions, both in preventive and corrective mode. In [7,12,13] similar DSA methodologies were proposed. All of these approaches are based on the offline training of an ANN/DT for the fast assessment of the system dynamic security. In case of insecure operating conditions, corrective measures were provided via generation redispatch.



The works presented in [7,10,12,13] addressed case studies in which the system is still operated with a considerable amount of conventional thermal-based generation. In such operating conditions, in the case of an insecure operating scenario, a simple rescheduling of the generation units could ensure the system stability. Nonetheless, such approaches are not suitable for isolated systems with high shares of CI-RESs. More recently dynamic security constrained UC approaches have been developed for low-inertia systems.



A frequency constrained Mixed Integer Linear Programming (MILP) UC formulation was presented in [14], in which linear constraints are derived explicitly to compute frequency nadir and RoCoF in the face of disturbances. In [15,16,17], a simplified model based in the system equivalent inertia, was used to derive the analytical representation of system frequency nadir, and was incorporated into a linear UC problem formulation. A frequency-constrained MILP UC was presented in [18]. This work addressed the Canary Island archipelago, considered a high integration of wind generation. The frequency assessment was performed based on a simplified single-bus model of the network. A dynamic security constrained UC was proposed in [19], with the system frequency metrics calculated throughout the swing equation, considering the network equivalent inertia. Furthermore, a BESS was considered to provide frequency regulation, whose control parameters were adjusted to provide proper dynamic frequency support, with the BESS participation in the energy arbitrage also being considered. A frequency-constrained stochastic UC problem was proposed in [20] in order to cope with the uncertainties associated with CI-RESs, where the RoCoF and frequency nadir were obtained from a simplified single-bus model of the network.



In the past, synchronous inertia did not represent a problem since there was a large availability of traditional power plants with synchronous machines (SMs). However, the large-scale integration of CI-RESs in isolated systems leads to decreasing levels of online synchronous inertia, which contributes to jeopardize the system security. Traditionally, the ED algorithms proposed in the literature did not dynamically evaluate the synchronous inertia adequacy of a dispatch result in terms of “N-1” contingency, since the non-synchronous generation represented a small part of the generation portfolio. However, the replacement of SMs for CI-RESs is bringing new challenges to system operators, where low synchronous inertia translates into rapid RoCoF, which may result in the cascading trip of online SMs, contributing also to a larger frequency decay. Indeed, a historical RoCoF of 6 Hz/s was recorded on the South Australian blackout on 28 September 2016, where the instantaneous penetration level of CI-RESs was over 50%. Additionally, regions such Ireland and Texas present a CI-RES penetration ratio exceeding 40% of the system load. In fact, synchronous inertia acts as a large dampener since it slows down the frequency dropping [6,21,22,23].



The Australian energy market operator predicted that the expected net load (actual load from which non-dispatchable wind and PV generation is subtracted) on a random day in 2030 will be significantly light, and consequently, fewer SMs will be dispatched in the network. In this sense, the predictable net load may cause a shortage of synchronous inertia, jeopardizing frequency stability, since presently a maximum RoCoF of ±0.5 Hz/s and a maximum frequency decay of 0.5 Hz are allowed. Therefore, in [6], the authors proposed a synchronous inertia constrained ED, in order to guarantee the system dynamic stability while avoiding renewables curtailment. Therefore, in case of an insecure solution of the dispatch, synchronous condensers (SCs) are scheduled. In fact, the integration of SCs in low-inertia systems increases the system dynamic security. Thus, in recent years the system operators of some low-inertia systems, such as Ireland or Great Britain, have been installing SCs in order to enhance the network stability [5,24].



Addressing in more detail the works available in the literature regarding dynamic security constrained and synchronous inertia constrained ED/UC, it is clear the proposed methodologies consider generating tripping as the reference disturbance where, in most cases, a simplified model of the network is sufficient to access the system dynamic stability metrics [3,6,14,15,16,17,18,19,20]. Nevertheless, in isolated systems, network faults tend to become the most severe frequency stability-related contingency, particularly in operating scenarios with very high (instantaneous) shares of CI-RESs. This is a direct consequence of the low residual voltages observed in the moments subsequent to a network fault that leads to significant active power dips in CI-RESs followed by active power recovery gradients which may affect frequency stability as a result of large fault-induced frequency deviations [21]. Therefore, a detailed model of the network must be considered in the dynamic simulations, in order to study its effect on faults in the grid frequency dynamics.



In such operating conditions, it was demonstrated that the installation of BESSs, operating in grid-following mode, might not be enough to contain the fast frequency dynamics, as shown in [25]. Therefore, and in order to avoid renewable generation curtailment, additional solutions should be exploited to mitigate the negative effects associated with the high shares of CI-RESs. The integration of additional synchronous inertia in such operating conditions could be used as a complementary solution to improve frequency dynamics in the face of certain disturbances. This additional inertia can be provided by SCs to be integrated in the system.



In this work, a methodology is proposed to infer the system dynamic security with respect to key frequency indicators, namely the frequency nadir and RoCoF, following critical disturbances (short-circuit events in transmission and distribution networks). Furthermore, it was demonstrated that fault-induced frequency deviations were the most severe contingency for the network dynamic stability, while generation loss could be easily contained by the fast power-frequency response usually made available at power converter interfaces existing in BESSs [21]. In the case of insecure operating conditions, preventive control actions can be suggested to be exploited by the system operator, which consists of synchronous inertia dispatch.



In a first step, extensive offline dynamic simulations of the system are performed over a wide range of possible operating scenarios aiming to create a functional knowledge database, which is then used to train an ANN structure, capable of predicting the frequency indicators (frequency nadir and RoCoF) for any network operating scenario. For the operating conditions where the system frequency indicators are violated, a methodology is proposed based on a gradient descent technique, which quantifies the minimum amount of SCs that need to be dispatched, in order to avoid the need for renewable generation curtailment, while assuring the aforementioned key frequency indicators are not violated. Other solutions involving thermal power plant redispatch and renewables curtailment could be derived. However, the core concern is to maximize renewables integration and hence SC dispatch is assumed as the preferred option to be followed. For this purpose, a methodology to determine the minimum amount of additional synchronous inertia is proposed for scenarios where frequency indicators are violated, which exploits the trained ANN by computing the sensitivity of its outputs (frequency nadir and RoCoF) with respect to the input defining the SC inertia.




2. Case Study—Description and Modelling


2.1. Power System Description


The electric power system of the Rhodes island considered in this study comprises a transmission infrastructure operating at 150 kV. The generation portfolio includes two thermal-based power plants (with a total generation capacity of 437.8 MW), five wind farms (with a total generation capacity of 49.15 MW) and PV generation including large- and small-scale installations (with a total generation capacity of 18.16 MW). The Rhodes power system single-line diagram is presented in Figure 1 (note that “TPP” stands for thermal power plant, while “SC” stands for synchronous condenser). It was considered that SC location will take the place within an existing TPP. Additional investigations regarding the most appropriate location of the SC with respect to the dynamic performance of the power plant can be performed, but is out of the scope of this work. The characteristics of the thermal units are presented in Table 1 (note that “S.” stands for Soroni thermal power plant, while “S.R.” stands for South Rhodes thermal power plant), including the synchronous unit’s inertia (referred to the apparent power S of each unit), as well as the merit order for the different units.




2.2. Current Operation and Prospective System Development


The load and renewable generation historical data from 2018 were provided by the local system operator. The system is characterized by a large seasonal consumption variability. The load consumption ranges from an autumn/winter valley load around 40 MW and summer peak loads of about 220 MW, with the summer peak consumption being twice the value recorded in the winter period. Furthermore, it was concluded that the Rhodes power system is currently operated with a large share of thermal-based generation, once it was verified to have a large net load during the year, as shown in the sorted annual load diagram (for total and net load) presented in Figure 2. As observed, the network is never operated with a net load lower than 30 MW. Hence, the current operating rules demand at least two thermal generation units in operation and a spinning reserve margin to cover the unplanned drop of the largest generation infeed. Regarding the dynamic security metrics, the system is considered secure if the frequency deviation does not lead to the activation of under-frequency load shedding relays, whose first activation level is set at 49.4 Hz or a frequency RoCoF lower than −2 Hz/s (a time window of 500 ms was considered for the RoCoF calculation).



Within the scope of this work and taking as reference the guidelines of the local system operator, a future planning horizon is considered with increased shares of CI-RESs as described hereafter.



2.2.1. Integration of Additional Renewable Generation


Based on Figure 1, it was verified that there is margin for renewable generation expansion (without the risk of curtailment). Therefore, this work considered the integration of an additional 30 MW of PV generation. This is in line with the local system operator’ CI-RES expansion planning, which foresees the installation of rooftop PV installations, as well as stand-alone large- and small-scale installations. Therefore, the additional 30 MW PV generation capacity was assumed to be equally shared among the three PV types of installations, hence each category accounted for 10 MW of the installed capacity. Within the three PV type installations, fault-ride through (FRT) capability with reactive current control priority during voltage sags is considered for the large-scale installations and FRT capability without reactive current injection capability for the small-scale installations. Regarding the rooftop PV installations, it is assumed they are not FRT-compliant, being disconnected from the grid following a voltage sag of 0.85 pu at their connection point.




2.2.2. Integration of a Battery Energy Storage System


In order to increase the integration of CI-RES generation, the installed BESS has an installed power capacity of 30 MW, whose power converter is operated as a grid-following unit. The BESS is intended to provide grid regulation services (for voltage and frequency), allowing the network operation with only one SM.





2.3. Power System Modelling


The dynamic model of the Rhodes power system was developed in the PSS/E software and using PSS/E library models. The thermal-based generation units and corresponding parametrization for the dynamic models were provided by the local system operator, being divided between diesel, gas and steam synchronous generators. The corresponding governing systems are DEGOV1 for the South Rhodes power plant and IEEEG1 governor model for the Soroni power plant. In terms of voltage control, these units were equipped with distinct excitation system models, including the IEEE AC5, SEXS, EXST1, IEEET1 and IEEET2. Data privacy issues precludes the presentation of the models’ parameters.



Regarding the wind and PV generation modeling, general converter models were considered. In this sense, the REGCA model was used for the renewable energy generator model, while the REECA was used for the renewable energy electrical model. These models are endowed with FRT capability, being given priority to reactive current injection during voltage sags. Relative to the post-fault active power ramp recovery, the wind generators have a 1 pu/s ramp and there is a faster post-fault active power recovery for PV installations (FRT-compliment PV installations are assumed to fully recover the pre-fault power in 100 ms). Note that the active power recovery of wind generators is slower, compared to the PV generators, to keep the mechanical stress on its components at acceptable levels. Since the PV generators have no mechanical components, its recovery time is greatly reduced [26]. The same generic converter models were considered for the BESS, also using the REPCA model for the active and reactive power control mode. A frequency/active power droop of 1% was considered, which means that the BESS will inject 1 pu of its capacity for a frequency deviation of 0.5 Hz.





3. Need for Synchronous Inertia


As previously stated, the installation of a BESS, operated as a grid-following unit, has been a common solution used by insular system operators, in order to cope with the increasing integration of CI-RESs. However, in this section it is intended to demonstrate that, in scenarios with very a high share of CI-RESs, the dispatch of additional synchronous inertia is required to comply with given frequency metrics. In such scenarios, the isolated action of the BESS is not enough to ensure the system dynamic stability. Thus, two illustrative operating scenarios were considered, representing two possible winter noon periods with a high integration of wind and PV power:




	
Operating scenario 1: the network operates with one SM, with a load consumption of 60 MW, a wind generation of 40 MW and a PV generation of 10 MW;



	
Operating scenario 2: the network is operated with two SMs, with a load consumption of 60 MW, a wind generation of 40 MW and a PV generation of 0 MW.








Three distinct analyses were performed and are presented in the next subsections. In Section 3.1, we perform a sensitivity analysis to study the influence of the BESS power capacity in the network frequency response after a short-circuit event. A similar sensitivity analysis is performed in Section 3.2, focusing on the SC capacity. Lastly, we analyze the influence of distinct contingency event types in the network frequency behavior.



3.1. BESS Power Capacity—Sensitivity Analysis


A sensitivity analysis of the BESS power capacity was performed, where it was intended to evaluate its influence over the network key frequency indicators—referred to as the center of inertia (COI) of the system (the COI is calculated only as a function of the online synchronous inertia). For this purpose, we considered the occurrence of a symmetrical three-phase short-circuit in the line connecting B1 to B2 (see Figure 1). Four distinct cases were compared, where different BESS power capacities were considered, namely 15, 30, 45 and 60 MW.



The results can be observed in Figure 3 and Figure 4, regarding operating scenario 1 and operating scenario 2, respectively. It was verified that a 60 MW BESS power capacity is required in order to contain the system frequency within the prescribed limits (49.4 Hz and −2 Hz/s) in operating scenario 1, corresponding to a power capacity much larger than that of the synchronous units. On the other hand, even with a 60 MW BESS, the frequency nadir reached approximately 49.25 Hz in operating scenario 2, exceeding the minimum frequency limit. As observed, the large frequency deviation following the fault clearance was induced by the wind generation recovery ramp, which took about 1 s to recover to their pre-fault active power injection. It was also observed that a higher BESS power capacity translates into higher amounts of power injected into the grid by the BESS after the fault clearance. In scenario 1, for the case of a 15 MW BESS, some voltage oscillations after the fault clearance were observed, which led to PV active power oscillations. Moreover, the results clearly demonstrated that RoCoF sensitivity to the BESS power capacity, in the range where load shedding is avoided (RoCoF > −2Hz/s), was effective only if very large (>45 MW) BESS capacities were used.




3.2. Integration of Synchronous Condensers—Sensitivity Analysis


In this section, we evaluate the impact of adopting SCs into the grid frequency dynamic behavior. In this case, the BESS power capacity was fixed at 30 MW, while four distinct cases were compared, representing different levels of SC integration, namely 0, 10, 20 and 30 MVA (note that an inertia constant of 7 MWs/MVA was considered for the SC).



The obtained results are shown in Figure 5 and Figure 6, regarding operating scenario 1 and operating scenario 2, respectively. The connection of a SC considerably reduced the frequency nadir and RoCoF, with a significant amount of active power being injected by the SC in the moments subsequent to the fault clearance (approximately 8–16 MW in scenario 1 and 10–20 MW in scenario 2, depending on the SC capacity). These fast power injections are a direct result of the inertia contribution from the SC and were found to have a fundamental impact on improving grid frequency in terms of nadir and RoCoF. Furthermore, it was shown that the inclusion of SC decreased the regulation effort of the BESS. Therefore, a SC of 30 MVA in operating scenario 1 and a SC of 20 MVA in operating scenario 2, together with a 30 MW BESS, were capable of successfully containing the grid frequency such that the risk of under-frequency load shedding was mitigated.




3.3. Network Contingencies—Sensitivity Analysis


In the literature, authors commonly consider the loss of the largest generating unit as the critical disturbance in isolated or low inertia systems [3,6]. In line with the previous sensitivity analysis, in order to identify what type of contingency event has a higher risk of endangering system frequency stability, an analysis was performed, with the same network scenario (installation of a 30 MW BESS without the inclusion of an SC). Thus, the sudden loss of a generating unit and short-circuit events in different locations of the network were simulated, both in transmission and distribution networks. Regarding the generation trip event of the generating unit injecting the largest amount of active power was considered. In operating scenario 1 this event corresponds to a generation trip of 9.4 MW, while in operating scenario 2 it corresponds to the tripping of 11.1 MW in the Soroni diesel unit 1.



The results for operating scenario 1 and operating scenario 2 are depicted in Figure 7 and Figure 8, respectively. It is possible to conclude that, in the considered operating scenarios, short-circuit events led to the largest frequency excursions compared to generating trip events. This is due to the wind generation active power recovery ramp rates. In addition, it was also verified that different fault locations may result in different system frequency dynamics following fault clearance. Therefore, it is recommended that the frequency-constrained UC algorithms applied in isolated systems with high shares of CI-RESs should consider network faults as the critical frequency stability contingency (as documented in [21]), taking into consideration multiple fault locations.





4. Minimum Synchronous Inertia Quantification


In this section we present a methodology which aims to quantify, for a given network operating scenario, the required minimum synchronous inertia which is able to sustain the frequency deviation and admissible RoCoF to its prescribed limits, considering a set of distinct disturbances. Hence, the ultimate goal is to secure the grid frequency dynamics in the face of critical disturbances without risking load shedding activation. As demonstrated in Section 3.3, network faults are the critical network contingency event, requiring the dynamic simulation of a complete network model, which is computationally demanding. In addition, from Section 3.3 it was verified that it is recommended to consider multiple contingency events to monitor the network dynamic security, which increases the computational burden associated with the dynamic simulations required to characterize key frequency indicators for each operating scenario. Therefore, it was necessary to exploit a machine learning-based approach, based on offline-generated system knowledge, in order to avoid the execution of dynamic simulations. Thus, an ANN-based framework was developed for the fast assessment of the network frequency key indicators (nadir and RoCoF). The ANN training was performed offline through a knowledge database which contains information about a large set of feasible network operating scenarios. Afterwards, the minimum amount of SC that should be connected to the system was computed based on a sensitivity analysis between the ANN outputs (frequency nadir and RoCoF) with respect to the input defining the SC’s total capacity.



In the next subsections the different steps of the developed methodology is presented and discussed.



4.1. Functional Knowledge Dataset


The first step of the considered methodology consists of the creation of a functional knowledge dataset which will be later used for the training phase of an ANN. In this sense, this process is divided in two main steps, as described hereafter.



4.1.1. Dataset Generation


First, a dataset was created containing the information about the power system dynamic behavior following the simulation of a set of disturbances, which was then used to train the ANN. In order to assure that the ANN accurately reproduces the system key frequency indicators, the database used for training covers a large number of feasible operating scenarios. In this sense, the total system load, and wind and PV capacities were divided into intervals of 5/10 MW, which were then combined in order to form distinct operating scenarios. In each combination of load, and wind and PV generation intervals, three random values were generated for each interval, which translated to 27 distinct operating points. Moreover, an analysis of the correlation between wind load and PV load was performed, based on the Rhodes historical data. Thus, the combinations of load/wind and load/PV that did not existed were eliminated. Finally, 21,201 operation points were created based on the aforementioned assumptions.



For each operating point, the number of thermal units to be in operation was determined based in the N-1 security criteria rule for assuring a sufficient reserve margin for proper system operations, for which the BESS power capacity of 30 MW was added. Then, the generator dispatch was performed according to a merit order-based UC (see Table 1). The following constraints were considered:




	
The active power output limits of the SM must be respected;



	
At least one SM must be in operation;



	
The system should have enough power reserve to cover the loss of the generator injecting the largest amount of power.









4.1.2. Offline Dynamic Simulation


Each operating point of the dataset was simulated offline in the PSS/E simulation package and considered four distinct disturbances:




	
The sudden trip of the generator injecting the largest amount of active power;



	
150 ms short-circuit occurring in the line connecting B1 and B2 (leading to the tripping of the line);



	
150 ms short-circuit occurring in B12;



	
150 ms short-circuit occurring in B9.








From the dynamic simulations that were performed, two key frequency indicators were obtained, which characterized the dynamic stability of each operating point with respect to the time series of the frequency obtained for the system COI: RoCoF (measured in a window of 500 ms) and frequency nadir. As previously stated, the system COI was calculated considering only synchronous inertia, namely the online SM and SC. The corresponding results are presented in the mappings depicted in Figure 9, verifying that, for the short-circuit disturbances, the frequency security metrics were violated in a large number of scenarios.



As observed in Figure 9, for generation tripping events, there was no risk of violating frequency nadir or RoCoF limits for all the considered scenarios, since the BESS regulation action was able to keep the frequency values within the prescribed metrics. On the other hand, it was possible to conclude that for short-circuit type events, a large share of insecure operating scenarios was identified, ranging from 29.7% to 40.7%, depending on the short-circuit location, causing frequency and/or RoCoF violations.



Thus, for the insecure operating points, the dynamic simulations for accessing the key frequency indicators were iteratively repeated through a successive increase of the SC installed capacity in steps of 2 MVA (with an inertia constant of 7 MWs/MVA per installed capacity [27]). This step was used in order to provide a wide granularity of the data set with respect to the influence of the SC capacity on the key frequency indicators under assessment. Hence, the distribution of the volume of the SC which was required to be installed for each contingency event is shown in Figure 10. As it can be observed for short-circuit type disturbances, in 30–40% of the considered scenarios required to schedule a SC to assure system dynamic security. Nevertheless, different trends in the distribution of the required capacity of additional SC depend significantly on the fault location.





4.2. ANN Architecture


In order to perform a fast assessment of the system frequency metrics in the face of distinct contingency events, several ANNs were developed—one per location of the considered short-circuit event (the three distinct short-circuit locations identified in Figure 10):




	
Event 1: Short-circuit: B1–B2 line;



	
Event 2: Short-circuit: B12;



	
Event 3: Short-circuit: B9.








The reference architecture of each ANN consisted of 6 inputs, 2 hidden layers (composed of 12 and 30 hidden neurons) and 2 outputs. The considered activation functions for the hidden layers and outputs were the sigmoid and linear functions, respectively. The ANN training process was achieved through the Adam optimization algorithm, which consists of a stochastic gradient descent method [28]. The input variables should be independent and characterize the state of the system for each scenario from steady-state information and/or intrinsic characteristics of the running units (such as the synchronous inertia, as it has a high impact in system frequency RoCoF). Therefore, the chosen input variables were the generators’ active power set-point (from thermal, wind and PV units), the spinning reserve, the total synchronous inertia from the thermal units in operation and the total capacity from the scheduled SC. Note that the aggregated power production for each generation type was considered in order to reduce the number of input variables. In turn, the output variables were the frequency nadir and the RoCoF. The ANN architecture can be observed in Figure 11.



Note that no ANN was developed to predict the system response in the face of generation tripping, since from Figure 10 it was concluded that there was no need to schedule the SC. For this specific disturbance, the considered BESS was able to cope with the prescribed frequency metrics.




4.3. Computing Minimum Synchronous Inertia


For the operational scenarios where the system frequency metrics are violated, SCs need to be dispatched in order to avoid renewable generation curtailment. Therefore, in this work, a methodology was proposed which aims to determine the minimum amount of synchronous inertia that moves the system towards its dynamic security region considering the prescribed frequency metrics. Firstly, exploiting the trained ANNs, the sensitivity of the outputs (frequency nadir and RoCoF) was computed with respect to the input defining the SC total capacity for each ANN. Then, it was followed a sensitivity approach similar to the one used in [7] when defining preventive control measures regarding maximum frequency excursions. Thus, a gradient descent technique iteratively searched for the additional minimum amount of SCs that must be added to the system. This process was applied individually to each contingency event  i  (and corresponding ANN) as follows:


   while   (   R o C o  F i   i  < − 2 Hz / s )     or    (    n a d i r  i  < 49.4 Hz  )    










  S  C  a d ,       i   r o c o f   =  (  − 2 − R o C o  F i   )  ×   Δ S  C i     |  Δ R o C o  F i   |     



(1)






  S  C  a d ,       i   n a d i r   =  (  49.4 − n a d i  r i   )  ×   Δ S  C i     |  Δ n a d i  r i   |     



(2)






  S  C  a d ,       i   = m a x  (  S  C  a d ,       i   r o c o f   ;   S  C  a d ,       i   n a d i r    )   



(3)






  S  C i  = S  C i  + S  C  a d ,       i    



(4)




where   S  C  a d ,   i     is the additional capacity of SC that should be added to the system in each iteration of the process (considering contingency event  i ), while   S  C i    is the total determined SC capacity.   R o C o  F i    and   n a d i  r i    are the respective outputs of the considered ANN, while   Δ S C /  |  Δ R o C o F  |    and   Δ S C /  |  Δ n a d i r  |    are the coefficients that translate the sensitivity between the ANN input defining the SC total capacity and the ANN’s RoCoF and frequency nadir outputs, respectively. At the end of each iteration, the ANN’s   R o C o  F i    and   n a d i  r i    are recalculated, considering the updated   S  C i    capacity. The flowchart of this preventive control algorithm is presented in Figure 12.



Note that the iterative procedure described in Figure 12 is applied individually to each ANN (representing the system key frequency indicators for contingency event  i ) when insecure scenarios are detected. Therefore, after this preventive control algorithm has been carried out for all the considered contingency events, the SC capacity that effectively will be dispatched corresponds to the worst-case event. Thus, the SC capacity that will be dispatched for a defined scenario will correspond to the maximization of the SC capacities determined individually for each contingency event. This is calculated as follows:


  S  C  a d   = m a x  (  S  C 1  ,   S  C 2  , … ,   S  C n   )   



(5)




where SCad represents the effective SC capacity that will be necessary to be dispatched in the system ( n  represents the number of considered contingency events).





5. Simulations and Analysis of the Results


This section presents an analysis of the main results of the methodology proposed in this article. A statistical analysis of the ANN performance is presented in Section 5.1. In Section 5.2 the results of the ANN are evaluated, with an assessment of the fault location’s influence over the system dynamic stability. Finally, in Section 5.3 the performance of the minimum synchronous inertia computation methodology presented in Section 4.3 is analyzed.



5.1. ANN Performance Evaluation


Regarding the ANN training process, 70% of the generated dataset was used, while 15% was used for validation and 15% for testing. The metric to evaluate the ANN training process was the root mean square error (RMSE)—which is computed in pu. Therefore, the ANN performance, evaluated using the testing dataset, is shown in Table 2.



Figure 13, Figure 14 and Figure 15 show the analysis with respect to the operating scenarios’ dynamic security classification. The green squares represent operating scenarios which were correctly classified by the ANN, representing 88.8–94.1% of the considered scenarios, depending on the disturbance event. In contrast, the yellow and red squares represent operating scenarios with prediction errors, which resulted in a wrong classification. However, the yellow squares represent scenarios which were classified as secure according to the PSS/E results and insecure by the ANN predictions. Despite the ANN prediction error, such cases will not jeopardize the dynamic stability of the system during its operation, in contrast to the red squares, which consists of false negative results. In such cases, the network is susceptible to dynamic security instability during its operation. In Figure 13, a considerable percentage of false negative predictions by the ANN was observed (9.3%). However, this security classification error does not necessarily reflect large errors in the ANN capability for inferring key frequency metrics for each scenario. For this particular case, the PSS/E dynamic simulation results of many scenarios were very close to the security boundaries (49.4 Hz and −2 Hz/s). In such cases, even a small ANN prediction error led directly to a wrong ANN dynamic security classification.




5.2. Influence of the Fault Location in the Dynamic Stability


In order to demonstrate the influence of the fault location on the dynamic stability, five distinct scenarios were selected from the testing set defined in Section 4.2. The scenarios’ characteristics are presented in Table 3 (note that SCs were not considered, and the inertia constant was converted for the system base power—100 MVA).



The results for the three ANNs (see Section 4.2) are presented in Table 4, Table 5 and Table 6 (the lines in red indicate that frequency violations occurred). Therefore, it was evidenced that there was no trend in the system dynamic response (e.g., in scenario 1 there was a frequency violation only for a network fault occurring in B9, while in scenario 4 the same occurred only for a network fault in the line connecting B1–B2). Hence, it was concluded that the short-circuits occurring in different grid locations could lead to different conclusions regarding the frequency dynamics. Moreover, a small error in the ANN output for each disturbance was observed with respect to the results computed using the full dynamic model of the Rhodes network.




5.3. Minimum Synchronous Inertia Evaluation


In this section the performance of the proposed algorithm to compute the minimum synchronous inertia to be added to the system is evaluated, as presented in Section 4.3. Therefore, for the cases of Section 5.2 (Table 4, Table 5 and Table 6), the minimum capacity of synchronous inertia which is required to secure the system was calculated, with the corresponding results presented in Table 7. Note that “Sc” refers to the considered scenario (see Table 3), “Ev” refers to the event number (see Table 2), SCad is the minimum required amount of SC capacity (a),    H  a d     is the correspondent SC inertia constant (considering a 100 MVA system base power) and Htotal is the correspondent case total inertia (also in the 100 MVA system base power). Thus, for each scenario and for each disturbance event, the minimum capacity of additional synchronous inertia required to comply with the system frequency metrics are presented (note that only the final result of the iterative process described in Figure 12 is shown). Note that the final solution for each scenario—the row in the event “All” corresponds to the worst-case event—indicates the amount of inertia that should be effectively dispatched for each scenario.



The network dynamic behavior of event 1 (150 ms short-circuit occurring in the line connecting B1 and B2) occurring in scenario 5, computed using the full dynamic model of the Rhodes network, is presented in Figure 16. As observed, the scheduling of 23.74 MVA of additional SC capacity successfully contained the network frequency within the prescribed limits. In this case, a lower regulation effort to the BESS and to the thermal unit in operation was required.





6. Conclusions


In this work, we presented a novel approach for the quantification of the minimum synchronous inertia in isolated power systems with high integration of CI-RESs. As demonstrated, in operating scenarios with large shares of CI-RESs, short-circuits should be considered as the reference disturbance regarding the frequency stability. It was also verified that network faults in different locations could lead to distinct results with regard to the considered frequency indicators for the system stability assessment. Furthermore, in such conditions, BESSs may not be suitable to contain the observed frequency dynamics, thus requiring additional synchronous inertia to be used as a complementary resource. Taking the power system of Rhodes island as a case study, different ANN structures capable of inferring key frequency indicators were developed and trained offline, each one aiming to emulate the response of the full dynamic model of the Rhodes network following a specific contingency event. In the case of insecure operating conditions, the minimum amount of additional synchronous inertia which moves the system towards its dynamic security domain was quantified. This was done by computing the sensitivity of the ANN outputs with respect to the input defining the SC inertia.



The obtained results demonstrated that the proposed approach can provide an effective contribution of using SCs to secure frequency dynamics in isolated power grids rather than in operating conditions with increasing shares of CI-RESs. The performance of the obtained results needs to be further investigated with respect to the boundaries of the security region, where a slight lower performance of the ANN structure regarding the missed classification of insecure operating conditions was identified. Future research will address the development of dynamic security constrained unit commitment/economic dispatching tools considering frequency indicators as constraints to be evaluated by the ANN tool and inclusion of forecasts for both renewable generation and loads.
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Figure 1. Single-line diagram of the Rhodes power system. 
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Figure 2. Sorted annual load and net load diagram. 
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Figure 3. BESS capacity influence: system response in operating scenario 1. 
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Figure 4. BESS capacity influence: system response in operating scenario 2. 
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Figure 5. Synchronous condensers influence: system response in operating scenario 1. 
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Figure 6. Synchronous condensers influence: system response in operating scenario 2. 
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Figure 7. Influence of disturbance type and location in operating scenario 1. 






Figure 7. Influence of disturbance type and location in operating scenario 1.



[image: Electricity 04 00008 g007]







[image: Electricity 04 00008 g008 550] 





Figure 8. Influence of disturbance type and location in operating scenario 2. 
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Figure 9. Overview of dynamic simulation results for all the scenarios regarding frequency behavior. 
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Figure 10. Distribution of synchronous condensers installed capacity for each type of disturbance. 
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Figure 11. Artificial neural network architecture. 
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Figure 12. Preventive control algorithm flowchart applied to each artificial neural network. 
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Figure 13. PSS/E vs. ANN dynamic security classification comparison: event 1. 
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Figure 14. PSS/E vs. ANN dynamic security classification comparison: event 2. 
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Figure 15. PSS/E vs. ANN dynamic security classification comparison: event 3. 
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Figure 16. Network dynamic response following event 1 in scenario 5: effect of dispatching the minimum amount of SC. 
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Table 1. Thermal units’ characteristics.
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	Thermal Unit
	S (MVA)
	    P  m i n        /  P  m a x        (MW)
	H (s)
	Merit Order





	S. S1–S2
	20
	7/14.2
	3.82
	1, 15



	S. D1–D2
	15.35
	3.07/11.1
	2.45
	10–11



	S. D3–D5
	29.35
	4.99/19.1
	1.674
	12–14



	S. G1
	26.75
	2.94/20.06
	3.18
	16



	S. G2
	39.8
	5.17/27.86
	3
	17



	S. G3
	26.25
	2.89/19.95
	2.5
	18



	S. G4
	47.5
	5.23/27.6
	1.5
	2



	S.R. D1–D7
	21.345
	5.8/17.1
	2
	3–9










[image: Table] 





Table 2. Artificial neural network performance.
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	Event
	Description
	RMSE

(RoCoF)
	RMSE

(Nadir)





	1
	Short-circuit: B1–B2 line
	0.0047
	0.0023



	2
	Short-circuit: B12
	0.0036
	0.0019



	3
	Short-circuit: B9
	0.0037
	0.0020
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Table 3. Scenarios analyzed.
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	Scenario
	Load (MW)
	Wind (MW)
	PV (MW)
	Inertia (s)





	1
	76
	42.4
	29.3
	1.48



	2
	51.7
	3
	34.1
	1.48



	3
	122.7
	48.4
	31
	1.9



	4
	83.6
	31.4
	2
	2.3



	5
	54.3
	39.4
	6.3
	0.76
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Table 4. Short-circuit occurring in B1–B2 line.
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Scenario

	
ANN

	
PSS/E




	
RoCoF (Hz/s)

	
Nadir (Hz)

	
RoCoF (Hz/s)

	
Nadir (Hz)






	
1

	
−1.51

	
49.75

	
−1.5

	
49.68




	
2

	
−0.82

	
49.77

	
−0.97

	
49.78




	
3

	
−3.64

	
48.98

	
−3.84

	
48.83




	
4

	
−2.24

	
49.69

	
−2.37

	
49.64




	
5

	
−3.24

	
48.45

	
−3.54

	
48.43
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Table 5. Short-circuit occurring in bus B12.






Table 5. Short-circuit occurring in bus B12.





	
Scenario

	
ANN

	
PSS/E




	
RoCoF (Hz/s)

	
Nadir (Hz)

	
RoCoF (Hz/s)

	
Nadir (Hz)






	
1

	
−1.23

	
49.4

	
−1.2

	
49.4




	
2

	
−1.61

	
49.21

	
−1.58

	
49.21




	
3

	
−2.2

	
48.91

	
−2.26

	
48.87




	
4

	
−0.85

	
49.59

	
−0.87

	
49.57




	
5

	
−3.63

	
48.18

	
−4.41

	
48.07
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Table 6. Short-circuit occurring in bus B9.
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Scenario

	
ANN

	
PSS/E




	
RoCoF (Hz/s)

	
Nadir (Hz)

	
RoCoF (Hz/s)

	
Nadir (Hz)






	
1

	
−1.43

	
49.29

	
−1.5

	
49.25




	
2

	
−1.68

	
49.17

	
−1.64

	
49.18




	
3

	
−1.48

	
49.26

	
−1.62

	
49.19




	
4

	
−0.8

	
49.6

	
−0.76

	
49.62




	
5

	
−3.73

	
48.12

	
−4.62

	
47.96
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Table 7. Minimum synchronous inertia calculation.
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Sc

	
Ev

	
    H  t o t a l      (s)

	
    H  a d      (s)

	
   S  C  a d      (MVA)

	
RoCoF (Hz/s)

	
Nadir (Hz)






	
1

	
1

	
1.48

	
0

	
0

	
−1.51

	
49.75




	
2

	
1.48

	
0

	
0

	
−1.23

	
49.4




	
3

	
1.49

	
0.008

	
0.12

	
−1.51

	
49.75




	
All

	
1.49

	
0.008

	
0.12

	
–

	
–




	
2

	
1

	
1.48

	
0

	
0

	
−0.82

	
49.77




	
2

	
1.49

	
0.012

	
0.17

	
−0.82

	
49.77




	
3

	
1.49

	
0.014

	
0.2

	
−0.82

	
49.76




	
All

	
1.49

	
0.014

	
0.2

	
–

	
–




	
3

	
1

	
3.59

	
1.69

	
24.17

	
−1.92

	
49.4




	
2

	
3.57

	
1.67

	
23.86

	
−1.93

	
49.4




	
3

	
3.23

	
1.33

	
18.95

	
−1.93

	
49.4




	
All

	
3.59

	
1.69

	
24.17

	
–

	
–




	
4

	
1

	
2.68

	
0.38

	
5.39

	
−2

	
49.68




	
2

	
2.3

	
0

	
0

	
−0.85

	
49.59




	
3

	
2.3

	
0

	
0

	
−0.8

	
49.6




	
All

	
2.68

	
0.38

	
5.39

	
–

	
–




	
5

	
1

	
2.42

	
1.66

	
23.74

	
−1.26

	
49.4




	
2

	
2.42

	
1.66

	
23.73

	
−1.26

	
49.4




	
3

	
2.08

	
1.32

	
18.84

	
−1.26

	
49.4




	
All

	
2.42

	
1.66

	
23.74

	
–

	
–
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