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Abstract: This paper reports on the creation of a corpus for the Albanian language that is intended for
training and evaluating Automatic Speech Recognition (ASR) systems. The corpus comprises 100 h of
audio recordings taken from 200 audiobooks and covers a wide range of topics with a rich vocabulary.
The audio recordings were transcribed manually, strictly verbatim, and listened to carefully several
times to ensure accuracy. The corpus was evaluated using various end-to-end models as well as
Transformer-based architectures. The evaluation was conducted on both the training and testing
sets, with Word Error Rate (WER) and Character Error Rate (CER) being considered as evaluation
metrics. The results of the architectures trained with this corpus were compared with the results of the
LibriSpeech corpus in English. The best architecture based on end-to-end models yielded 5% WER
and 1% CER on the training set and 35% WER and 11% CER on the testing set. The transformer-based
architecture yielded great results in the testing set, reaching a WER of 18%.

Keywords: Albanian language; automatic speech recognition; corpus

1. Introduction

Automatic speech recognition (ASR) systems are designed to convert spoken language
into text using a machine [1]. The development of ASR systems relies on corpus-driven
techniques, and a well-annotated speech corpus is essential to the development and evalu-
ation of these systems. To create a large, high-quality corpus for research and development
purposes, significant effort is required for speech data collection, annotation, validation,
organization, and documentation. While many efforts have been made for high-resource
languages, where ASR systems have made significant progress in performance levels with
the help of large speech corpora and deep learning techniques, the development of ASR
systems for low-resource languages has remained at very low levels due to the lack of large
corpora. In this paper, we present the AlbanianCorpus, a corpus for the Albanian language
that contains 100 h of speech recordings along with their transcripts. The corpus covers a
wide range of topics, including biography, social and political sciences, psychology, religion,
economics and business, history, philosophy, and sociology, making it as heterogeneous
as possible. During the design of the corpus, we considered the characteristics of the
Albanian language as well as attributes of the speaker such as age, gender, accent, speed
of utterance, and dialect, which are very important in a corpus [2]. To test the validity of
the AlbanianCorpus, we trained various end-to-end-based architectures [3,4], as well as
Transformers-based architectures [5]. We also compared it with the LibriSpeech corpus of
the English language [6]. The remainder of this paper is structured as follows: Section 2
reports on the corpus construction; Section 3 describes the speech recognition architectures
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designed for the Albanian language; Section 4 focuses on the evaluation of the corpus and
presents the experimental results; Section 5 lists the conclusions.

2. Corpus Construction

In this section, we present the methodology we followed to build AlbanianCorpus.
During its construction, we have considered the features of the Albanian language as well
as attributes of the speaker such as age, gender, accents, speed of speech, and dialect.

2.1. Source Data

To select the audio recordings for inclusion into the AlbanianCorpus, we used 200 audiobooks
that cover a wide range of topics such as biography, social and political science, psychology,
religion, economics and business, history, as well as philosophy and sociology. The speeches
are recorded in mp3 format and are in both dialects of the Albanian language (tosk and geg).
To build a heterogeneous corpus, we have selected speeches from speakers of different age
groups, ranging from 20 to 70 years old.

2.2. Creation of Audio and Text Files

The audio recordings selected for inclusion in the corpus have varying lengths, ranging
from 1 to 3 h. Since the acoustic model training requires short sequences, to create audio
files, we first cut the selected speech data into short sequences (utterances) that ranged on
average from 2 to 12 s. Short sequences minimize errors such as disfluencies, repetitions,
and corrections, allowing the acoustic model training to achieve the best performance.
The cutting of speech data was performed using the Audacity tool [7]. Each speech data
sequence created was converted from mp3 to flac format using a 16-bit linear PCM sample
encoding (PCM_S16LE) sampled at 22.05 kHz, and was named with a random four-digit
decimal number. In case there was a large silence time between the pronunciation of
two words, we cut them, leaving no more than 2 s length, making the speech sound
more polished and confident. To create the text files, we carefully listened to each audio
file several times, writing the corresponding transcripts for each file strictly verbatim. All
transcripts were normalized by converting them into upper-case, removing the punctuation,
and expanding common abbreviations [8]. The text file was given the same number as the
corresponding audio file.

2.3. Corpus Description and Organization

After creating all the audio files and text files, we organized them according to the
objectives of this study. The final corpus has a size of 12.3 GB with a total duration of
speech data of 100 h. In Table 1, we report the size in hours, the number of utterances, the
number of words, and the average length of utterance for AlbanianCorpus and the two
subsets created: the training set and the testing set.

Table 1. AlbanianCorpus and its subsets.

1.5

Corpus Size Number of Utterances Total Words Avg.Length per Utterance

AlbanianCorpus 100 h 37,358 848,553 9.53 s
AlbanianCorpus_TrainingSet 80 h 29,215 686,971 9.85 s
AlbanianCorpus_TestingSet 20 h 8543 161,582 8.42 s

3. Speech Recognition Architectures

To evaluate the effectiveness of AlbanianCorpus, a range of models were utilized
that incorporate both end-to-end and transformers architectures. The end-to-end mod-
els integrate ResCNN [9] and BiRNN [1] as their core components. ResCNN is a deep
residual convolutional neural network used for voice activity detection (VAD) and speech
enhancement. It is a joint training method that involves a speech enhancement module to
reduce noise and a VAD module to identify speech or non-speech events in a given audio
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signal. BiRNN is a type of neural network that splits the neurons of a regular RNN into
two directions: one for forward states and another for backward states. The two states’
outputs are not connected to inputs of the opposite-direction states, where the output layer
can obtain information from past (backwards) and future (forward) states simultaneously.

ResCNN is fed with Mel Spectogram features from speech signals and is used to
identify pertinent features through skip connections, which facilitate the training of deep
neural networks by bypassing certain layers, thereby speeding up training and mitigating
issues like degradation and vanishing gradients [10]. The outputs from ResCNN are then
processed by BiRNN, which takes advantage of the audio features extracted by ResCNN.
BiRNN’s bidirectional processing enhances the model’s predictive accuracy by using a
more comprehensive data set.

In contrast, the Transformers model employed is based on the Wav2Vec2 2.0 archi-
tecture [5]. It incorporates a multi-layer CNN (encoder) that converts audio wave inputs
into latent speech representations. These representations are then discretized using a quan-
tization module. Each encoder block in this model consists of a 1-D fully convolutional
network (1D FCN) with causal convolution, followed by a normalization layer and a RELU
activation function. To approximate discrete group selection, Gumbel-Softmax distributions
are used [11]. Further, a spectral masking technique is applied to these quantized represen-
tations [12], which are then fed into the Transformers. These Transformers enrich the entire
speech sequence with additional features, building contextual representations [13]. Given
the lengthy nature of the masked, quantized representation sequences, a relative positional
encoding is used, allowing the Transformers to recognize the sequence order.

4. Results and Discussion

In this section, we present the experiments and results that support our research. First,
we trained various architectures based on end-to-end approaches. Initially, we evaluated
the AlbanianCorpus on the training set and then on the testing set. We also compared the
AlbanianCorpus with the LibriSpeech corpus in terms of WER and CER. Second, we trained
a Transformers-based architecture with AlbanianCorpus and conducted a comparison of
the results achieved using end-to-end architectures and Transformers-based architecture.

4.1. Evaluation of the AlbanianCorpus through the Training Set

To evaluate the AlbanianCorpus on the training set, we trained five different archi-
tectures. The first architecture has three RNN layers and five GRU layers; the second has
one RNN and four GRU; the third has one RNN and three GRU; the fourth has one RNN
and two GRU, and the fifth has two RNN and two GRU. All architectures were executed
at the same time, on five separate PCs that have the same GPU, CPU and memory. They
were trained on the validation set (whole corpus), which contains 100 h of speech data
with their transcripts. All experiments were conducted in the same conditions related to
hyper-parameters. Table 2 shows the results of WER and CER for each architecture.

Table 2. The results of WER and CER on the training set.

1.5

Architecture WER % CER % Training Time

3 RNN and 5 GRU 5 1 1216 h
1 RNN and 4 GRU 6 3 967 h
1 RNN and 3 GRU 7 5 722 h
1 RNN and 2 GRU 9 8 502 h
2 RNN and 2 GRU 11 10 915 h

We show that the architectures with three RNN and five GRU outperformed the rest
of the architectures achieving a WER of 5% and a CER of 1% on the training set. We also
show that by increasing the number of layers, the performance of ASR was significantly
improved. However, we faced difficulties as we were increasing the number of layers
beyond three RNN and five GRU due to increased training time and the unavailability of
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computational resources. Taking into account the performance of the model and its training
time, we selected the model with one RNN and three GRU as the most suitable for the
continuation of our experiments.

4.2. Evaluation of the AlbanianCorpus through the Testing Set

For this purpose, we created a training set and a testing set with a split ratio of 80:20.
This means that 80 h were used for training and 20 h are used for testing. The selection of
data was performed randomly. In Figure 1, we reported the results of experiments for both
WER and CER related to the number of epochs.
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Figure 1. The performance of AlbanianCorpus on the testing set in terms of WER and CER.

As shown in Figure 1, the AlbanianCorpus has yielded a CER of 11% and a WER of
35% on the testing set. The curves for both WER and CER become linear after epoch 50.

4.3. Evaluation of AlbanianCorpus in Comparison to LibriSpeech

To compare these two corpora, we trained the architecture with one RNN and three
GRU layers. First, the model was trained with the AlbanianCorpus and then with Lib-
riSpeech. In both cases, we created a training set and a testing set with a random split ratio
of 80:20, specifically the training set of 80 h and the testing set of 20 h. All hyper-parameters
are the same for both cases. In Figure 2a, we have reported the results for WER related to the
number of epochs for both corpora, and in Figure 2b we have reported the results for CER.
In the case when the model is trained with the AlbanianCorpus, it has yielded 35% WER
and 11% CER on its own testing set, while in the case when the model is trained with the
LibriSpeech corpus, it has yielded 32% WER and 9% CER. We show that AlbanianCorpus
yields comparable results to the LibriSpeech corpus.
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4.4. Evaluation of Transformers Architecture Using AlbanianCorpus

In this section, we present the experiments and results for the Transformers-based
architecture. The model was trained with the training set and tested with the testing set
with a split ratio of 80:20, which means that 80 h were used for training and 20 h were
used for testing. The splitting of data on both training and a testing subset was performed
randomly. In Table 3, the experimental results are reported. The WER parameter, which
is the main indicator of the performance of an ASR system, reached 18%. This result is
impressive for the ASR in the Albanian language. Also, from the experimental results, it
can be noticed that with Transformers, the model converges quickly and the training time
reaches up to 48 h. Up to epoch number 10, we received the minimum of WER. After epoch
10, the results underwent negligible change.

Table 3. Experimental results of Transformers-based architecture.

1.5

Training Loss Epoch Step Validatio Loss WER

5.16 0.1 200 29.123 0.9707
0.6853 1 2000 0.3244 0.2906
0.6154 2 4000 0.2861 0.2424
0.5299 4 8000 0.2632 0.2081
0.4563 6 12,000 0.2604 0.1997
0.419 8 16,000 0.2789 0.1909

0.3758 10 20,000 0.2893 0.1863

5. Conclusions

In this paper, we introduced the AlbanianCorpus, a corpus for the Albanian language
that contains 100 h of transcribed audio recordings and covers a wide range of topics with
a rich vocabulary. We evaluated the AlbanianCorpus using various end-to-end models
as well as Transformer-based architectures. We observed that the model with one-layer
RNN and three-layer GRU was the most suitable architecture, achieving 5% WER and 1%
CER on the training set. To assess the validity of our corpus, we compared it with the
LibriSpeech corpus in the English language. Both corpora have been split into training sets
and testing sets. The trained AM of each corpus has been evaluated using the testing sets
of both corpora. The AM trained with AlbanianCorpus yielded 35% WER and 11% CER on
the testing set, while LibriSpeech yielded 32% WER and 10% CER. Lastly, we evaluated
our corpus by training an architecture based on Transformers. With this architecture, we
achieved great results by obtaining a WER of 18% in the testing set. This study introduces
a noble contribution for the Albanian language, which is expected to accelerate research
within the ASR domain.
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