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N

Abstract: This paper proposes a generalized estimator of finite population variance using the auxiliary
information under stratified random sampling. The expressions for bias and mean square error
equations of the proposed estimator up to the first degree of approximation are derived. The
theoretical efficiency conditions under which the proposed estimator is better than some existing
estimators are obtained. The performances of the existing and proposed estimators were assessed
using three real datasets based on the criteria of minimum mean square error and supreme percentage
relative efficiency. Evidence from the study showed that the proposed estimator performed better
and was more efficient than some existing estimators considered.

Keywords: auxiliary variable; mean square error; bias; efficiency

1. Introduction

Researchers have been considering the use of auxiliary information in various forms
to construct more accurate estimators for population parameters in experimental surveys.
This approach has been shown to significantly improve the accuracy of the population
mean estimation, and it has been explored by several researchers, including [1-3]. The
field of survey sampling has seen a significant amount of research devoted to developing
estimators of population variance to measure variations that exist in real-world scenarios.
These variations can arise in various industries, such as manufacturing, pharmaceuticals,
agriculture, and biological experiments. Researchers like [4-14] have worked extensively
in this area. In real-life situations, population units of variables of interest can have diverse
features, which makes the population units heterogeneous. In such cases, estimators of
finite population variance, based on simple random sampling, cannot be applied. Therefore,
the stratification approach is used to provide precise results when population units are
heterogeneous [5,15-17].

Most ratio-based and product-based estimators are not efficient in estimating popula-
tion characteristics when there is a negative correlation between the study and auxiliary
variables for ratio-based estimators or a positive correlation for product-based estimators.
To address this issue under stratified random sampling, a new generalized ratio-product
cum regression-type estimator is proposed. The generalized ratio-product cum regression-
type estimator proposed in this study is flexible in providing better efficient estimates than
existing estimators when the data exhibits either a negative or positive correlation between
the study and auxiliary variables.

Following the introduction is Section 2, which contains the notations and the literature
review, while Section 3 presents the methodology of the study. Section 4 presents the
efficiency conditions of the proposed methodology. Section 5 discusses the results while
the conclusion and recommendations are presented in Section 6.
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2. Notations and Some Existing Estimators

Consider a finite population U = {Uy, ..., Uy} of size N which is divided into L
non-overlapping group or strata, with each stratum containing Nj, (h =12,..., L) units,
whose union gives N units, i.e., Zle Nj, = N. A sample using simple random sample
of size ny, is drawn without replacement (SRSWOR) from the strata population Nj, such
that Z;?:l ny, = n. Let (y5,;, xp,;) be the value of the study variable Y and the auxiliary variable
XonithunitU;, i = 1,...N. Let Y}, and Xj, be population means corresponding to the
sample means 7, and X, respectively, in each stratum. Let s ) and si () be the sample
mean squares for the study and auxiliary variables for the hth strata, respectively, and let
S; ) and Si ) be the population mean squares for the study and auxiliary variables for the

hth strata, respectively. Let W), = % be the proportion of the population units falling in
the hth stratum. Let the correlation coefficient between the study variable and the auxiliary
variable for the hith strata be p, (). Also, let Cyy) = Sy()/ Yy and Cyyy = Sy )/ X be
the stratum coefficients of variation of the study variable Y and the auxiliary variable
X. Let By(y) = a0 and By(y) = o4 be the coefficients of kurtosis of y and x for the hth
strata, respectively.

_ Haomm) Hoa(n) I 21()) Y, — 1

Bawy) = Yaon) /32 = Poa(n » Yoo n) ;Y= Yhzr
P‘zo(h) ® = Voz(h) #20(h)ﬂoz(h) Ny,

— 1 1 _ j — 5 1 . o

X = N, Xh” Yn = hziil Ynir X = ;hZiil Xnis Syn = CTE)) 1)Zii1 (Yni —91)"

1 ny = \2 2 — 2 > 1 N, — 2 _ .
Wzél(xhi_xh) » Sy, (N;—l)z (th Yh) ! ;SXh B (NT_USZ : (Xhz Xh) rYh =y TN,

#rs<h> = N%Ele (Yhf _7’1) (th _Xh> '

The usual unbiased population variance estimator under stratified random sampling
can be used to estimate the population variance and is given as:

yst Z Wh YhS y, (1)

Var (555t> hZ: Wity (1/140 ) )

The usual ratio stratified estimator for estimating population variance proposed by [5]
is given as:

%
T Z Wh Yn (Syh ) 3)

h= X h

Bias(T,(s)) = i Wirkss, | ($aom —1) = (6220 — 1) @

h=1

MSE(Ty () = hil Wﬁ?isﬁh [(1/’40(;1) - 1) + (1/704(;:) - 1) - 2(922(’1) - 1)] ®)

The usual regression stratified estimator for estimating population variance proposed
by [5] is given as:

L
Steg(st) = h; Wi [Sﬁw + by (Sazt(h) —S§<h>)] (®)

Var(s;%eg(st)) hgi Wy (4’40 ) (1 - P%) @)
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Also, [15] proposed a difference-type estimator of population variance under stratified
random sampling as follows:

G
B = )y W funs2, + kon (53, = 53, | ®
Bias (s%(st)) | i W213S2 (¢04(h> - 1) " (%4(h) _ 1) 9 ©)
R Yh [(1/)40(;1) - 1) (4’04(;1) - 1) - (922(h) - 1) }

MSE($}) . %i WiriSh, S (a0 —1) (ouo —1) =

where
CHEE ) an
Yh [(%o(h) - 1) <1Po4(h) - 1) - (Gzz(h) - 1)2] + (1P04(h) - 1)
(opt) Sﬁh (622(}1) o 1)

(12)

o S,%h{'yh [(1/140(14) - 1) (%4(11) - 1) - (922(h) - 1)1 + (1,”04(11) - 1)}

The ratio-type and product-type estimators of finite population variance under strati-
fied random sampling proposed by [17] is as follows:

0 ) S2 sf(h

SS E Wj, 'yhsyh exp 527"‘5%;, (13)
_ 52

SéP Z Wh 'Yhsyh eXp<Sz T Sz ) (14)

L 22w [3 1
BI”S( SR(st) ) = hZ Wi Sy, {8 (1P04(h) - 1) ~5 (Gzz(h) - 1)] (15)

—1

1

Bms( SP(st ) Z WSy, { (922 ) §(¢o4(h) - 1)] (16)

SE(S0) = 5 WS yh[w )+ 3 —1) = (a1

MSE (SSP(st ) Z [(%0 ) + i (4’04(14) - 1) + (922(}1) - 1)} (18)

An improved population variance estimator under stratified random sampling pro-
posed by [16] is given as follows:

s2 —
836t Z Wi [‘Ulhsyh  Wan (5 n 211)] exp (M) (19)

Xn
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Bzas( SG(st ) = i

Z 4 WSt él o (1’040 ) - %<922(h) _ 1)} ] “

+3 thth i\ Poa(n) 1)

64 {(%ow) - 1) (1Po4(h) - 1) - (9zz(h) - 1)2} ~Th (1/104(11) - 1)3
—167, <1P04(h) - 1) {(4’40(}:) - 1) <1P04(h) - 1) - (Gzz(h) - 1>2]

G
MSE($3) . = Zw7354 + (Woam — 1 (21)
( SG( f))mm h { {<¢40 b 1) (1p04(h) B 1) B (922(h> B 1)2:| n (1P40<h) - 1>} ( 04(h) )

where wyj, and wyy, are suitable chosen constants with optimum values:

(opt) _ Th (1/’04(%1) - 1) 8—"n <1Po4(h) - 1)
wlh 8 5 (22)
Tn {(%4(11) - 1) + (1P4o(h) - 1) (%4(1«) - 1) - (922(11) - 1) }
o) S (4’40(1«) - 1) (4<¢04(h) - 1) - (922(h) - 1)2 - 3> +4<622(h) - 1)2 o

TR 1)+ () 1) ()]

3. The Proposed Estimator

Motivated by [14] estimators and having studied some estimators under stratified ran-
dom sampling, the following generalized estimator is proposed to estimate the population
variance of the variable of interest by utilizing the auxiliary information.

s2 2 g2
h h L X

Gty = Z Wh)‘h{Tl(h)S (h) [2 ( o 82( ) ) + Ty (5325(71) - S;zc(h)) } exp{w} (24)
x(h) x(h) i T+ 55

where T;;) (i = 1,2) are unknown constants whose values to be determined later, and ¢ is
a suitably chosen constant.

In order to find the bias and MSE of the estimators, we define the following relative
error terms:

Sy ~ Sam
St

such that

E (Eo(h)) =E (ﬁ(h)) =0, E(f%(h)) =Y (¢4o(h) - 1)/ E(é’%(h)) =Y (¢o4(h) - 1) and E(Eo(h)euh)) =T (4)22(;1) - 1)-

Expressing the estimator G, in terms of ¢; (i = 0, 1) and by taking the expectation,
the bias of the proposed generalized estimator, up to the first order of approximation, is

given as:
7 1
Bins (G( t)) B i AT 1) Sj(h) + T1(h)5§(h) (g)\h (¢o4(h) - 1) — 2An (1Pzz(h) - 1)) 25)
S - — T
=t Ay +%5§(m)‘h Yoa(n) — 1
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The mean square error of the proposed estimator, up to the first order of approximation,
is given as:

(0 = 1)ty + T S ] (a0 = 1) =2(v2m09 1) + 2 (voay ~ 1))

G W4
MSE (G(Sf)) = h; ﬁ—hz T3 Sy A <1P04(h) - 1) = T () Sy(y M %(%4(11) - 1) - (ll)zz<h) - 1)) (26)
—2T1<h)T2(h>5;(h)5i<h)Ah( Yooy — 1) — (Poa(n) — 1)> - Tz(msﬁ(msi(m)\h <1Po4(h) - 1)

Minimizing Equation (26) with respect to 7y(;) and 7,(;,), we obtained the optimum
values of 7y(;) and 7y as

T(OPt) B 1+ %Ah (1P04(h) - 1)

1(h) — _1)?
1+ Ay, <1P04(h) - 1) + Ay <<1P4O(h) - 1) - m>

(opt) _ Sj(h) 1 (opt) 1 (11[’22(11) - 1) o8
Dw Tgz Y2 T hwm \ YT (28)
) (%oan 1)

Substituting the optimum values of 7;(j,) and 75(; into Equation (26), we obtained the
minimum mean square error of Gi(st) as:

(27)

and

MSE(G(St)>m1n _ 2 wi 54( ) (1 B An <1P04(h) - [1 3, (%4(’1) B 1>]2 .

)) )
/\;; Y 4 [1"‘)”’(%4(’1)_1)+)‘h<<¢4o(h)—1>_(%z<n7r1);>}

(oagy—1

4. Efficiency Comparisons

In this section, we obtain the theoretical efficiency conditions for the proposed estima-
tor by comparing the mean square error (MSE) equation of the proposed estimator with the
MSE equations of some existing estimators. Thus, conditions under which the proposed
estimator is more efficient are given below:

e  Comparing the proposed estimator’s MSE with that of the usual variance estimator,
we have:

Var(82,) — MSE (G(St))min >0 (30)
Substituting the variances of the usual variance estimator and proposed estimator into
Equation (30) results in:

“ﬁ 4 < Wﬁ 4 C%h)
S -y —Lg By — —2 >0 (31)
h; o 5 (b 1) h; n2 Y0 "W Dy,

Further simplifying Equation (31), we have:

- 4 gk . ;11 ( )

Y ~—5Sym 35y - Pao(n) (32)
/\h 27y D =1 )‘ h i

-1
where B,y = (1 - W(tpoi(h))) Cmy =1+ s (¢04(h) - 1) and D) = 1+ (%40') N 1)

2
+Ap (l/J40(h) — 1) _ (oY) Since condition (32) is satisfied, the proposed estimators
(Yoa—1)

are more efficient than sample variance.
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o  Comparing the proposed estimator’s MSE with that of the usual ratio estimator defined
by [5], we have:

MSE (T, ) = MSE(Gsy)) >0 (33)
Substituting the MSE expressions of the usual ratio estimator and proposed estimator
into Equation (33) results in:

G Yoy — 1) + (Yoan) — 1 Wi Cl,
Y Wiyist (va009 1) + (oun ~ 1) —2—_253() Buy— 5 >0 (34)
=1 *2(922(11) - 1) =1y (h)

Further simplifying Equation (34), we have:

G Wt G —1 —1
Z 7;1 By~ ) Wﬁ?ﬁsﬁh [ (ll’4o(h) ) + (¢04(h) ) ] (35)
h=1 h=1

~2(6200) 1)

Since condition (35) is satisfied, the proposed estimators are more efficient than [5]’s
stratified regression estimator.

=
B

(@)
N

HMQ
i
%
U\

e  Comparing the proposed estimator’s MSE with that of the usual stratified regression
estimator, we have:

Var(82, ) — MSE(G(st)) >0 (36)

min

Substituting the MSE expressions of the usual ratio estimator and proposed estimator
into Equation (36) results in:

L ow} G c?
3 i (e —1) (1—9%)—h2 SM{ ke D((h))} >0 @)

Further simplifying Equation (37), we have:

G W4 G w4 W S
h (h) h o4 Yn 2
77 > S -1 1- (38)
; h D(h) =1 )\ vihy 50 ~ hgl m, (%(J(h >< ph)

Since condition (38) is satisfied, the proposed estimators are more efficient than [5]’s
stratified regression estimator.

o  Comparing the proposed estimator’s MSE with that of the stratified estimator [15],
we have:

- MSE(Gi(st)) >0 (39)

min

MSE (SD(St)) .

min

Substituting the MSE expressions of [15]’s estimator and the proposed estimator into
Equation (39) results in:

i (¢40(h) - 1) (¢04(h) - 1) + (1/104(;1) - 1) Wi c%h)

hz Vviﬂ’hS _ (922(11)*1)2 - Z A ZSy(h){ (h) — D(h)} >0 (40)
Th [(¢40(h> —1) ($oam—1)— (622 *1)2] =
Further simplifying Equation (40), we have:

G W C2 G W4 (1P40(h) - 1) <¢04(h) - 1) + (%4(;:) - 1)
h (h)
Z Fsi(h)Di > Z f 2 W4 353;1 - (922(;,)*1)2 (41)
h=1 " () h=1"My

Th [(4’40(;,)*1) (oan) *1)*(922(;1)*1)2}
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Since condition (41) is satisfied, the proposed estimators are more efficient than [15]’s
stratified estimator.

e  Comparing the proposed estimator’s MSE with that of [17]’s ratio-type and product-
type estimators, respectively, we have:

MSE(8%re ) = MSE(Giapy) >0 (42)

min

Substituting the MSE expressions of [17]’s ratio-type estimator and proposed estimator
into Equation (42) results in:

S 4,304 1 & W;zl 4 C%h)
hgl Wi 7Sy, {(4’40(14) - 1) + 7 <1P04(h) - 1) - (622(}1) - 1)] - h; /\h 55y B — % >0 (43)
Further simplifying Equation (43), we have:
2 1
i ﬁ C(h) > & W, S By — Z 1ish (4’40(11) - 1) +yq (%4(11) - 1) )
h=1 ; D(h) = A N2 y(h) = Yn o (022(}1) . 1)

Similarly, for [17]’s product-type estimator, we have:

MSE($2p) ) = MSE(Gyy) >0 (45)

min

Substituting the MSE expressions of [17]’s product-type estimator and the proposed
estimator into Equation (45) results in:

L h 3l 1 SR/ C%h)
Y Wiy, [(%o(h) - 1) T3 (%4(}1) - 1) + (Gzz(h) - 1)] - Fsy(h) By — D >0 (46)
h=1 h=1""h
Further simplifying Equation (46), we have:
G W c? w4 —1)+1 -1
Z Thzsi(h) (h) > h2 5;1( " 2 W§73S4 (%O(h) ) 4 (%400 ) (47)
=1y Dw i3 M, =1 +<922( )~ 1)
Since conditions (44) and (47) are satisfied, the proposed estimator is more efficient
than [17]’s ratio-type and product-type stratified estimators, respectively.
e Comparing the proposed estimator’s MSE with that of [16]’s variance estimator,
we have:
&2
MSE (83 ) = MSE(Gay) >0 (48)
Substituting the MSE expressions of [16]’s estimator and proposed estimator into
Equation (48) results in:
3 2
G o K= (Yosy — 1) = 1678 (ou — 1)K e w, -
Y WimiSy, + (oan = 1) ¢ = L =Sy Bw —p, ¢ >0 (49
h=1 64’)/hK + (4’40(%:) - 1) h=1 "'} (h)

Further simplifying Equation (49), we have:
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3
64K — vy, (ll)o4<h) - 1)
G W4 2 G W4 G -1 ( - 1) K
W, gl Cln W, St BV hadgh 6h | Posn) 9 50
L 25y, > L -2y By — L WimiSy, + (Wouin) (50)
h=1 "y, () h=1y h=1 647, K+ <¢40(h) - 1)
2
where K = [(¢’40(h) - 1) (%4(11) - 1) - (922(11) - 1) }
Since condition (50) is satisfied, the proposed estimator is more efficient than [16]’s
variance estimator.
5. Empirical Results
To observe the performance of our proposed estimator with respect to other consid-
ered estimators, we use the following datasets for numerical comparisons, which were
previously used by many authors in the literature (Tables 1-4).
Table 1. Source and description of datasets.
Data Set Source Y X
1 [7] Level of apple production Rate of apple trees
2 [18] Area under wheat in the region ~ Area under wheat in
in 1974 the region in 1973
Leaf area for the newly .
3 [19] developed strain of wheat Weight of leaves
Table 2. Parameters of Dataset 1.

Parameters Ny, ny S;h S,Zch Bay,) Bo(x) A2(n)
Stratum 1 19 10 583,977.5 11.5715804 3.28 1.45 1.46
Stratum 2 32 16 456,563.3 8.139014 1.56 3.09 1.74
Stratum 3 14 7 195,208.8 12.4494617 1.62 1.62 1.80
Stratum 4 15 8 437,923.5 10.334267 222 1.90 2.02

Table 3. Parameters of Dataset 2.

Parameters Ny, ny Cun Sih S,Zch Ba(y,) Bo(x,) A2 (n)
Stratum 1 9 3 0.1118928 31,978.25 11.5715804 2.9286 2.07 2.38
Stratum 2 10 3 0.0733753 37,629.39 8.139014 1.511 1.42 1.42
Stratum 3 15 4 0.11937840 6893.067 12.4494617 2.20 2.42 2.28

Table 4. Parameters of Dataset 3.

Parameters Ny, ny, Cxn S;h S,Zch Ba(y,) Bo(x,) A2 (n)

Stratum 1 12 0.1118928 6.0664603 11.5715804 1.9394547 2.2748233 1.9123464

4
Stratum 2 13 5 0.0733753 5.2915229 8.139014 2.9819269 3.436904 2.970998
Stratum 3 14 5 0.1193784 6.4961301 12.4494617 2.3448986 2.8955496 2.5134376

Tables 5 and 6 showed the values of bias, mean square error (MSE), and percentage
relative efficiency (PRE) of the proposed estimators and certain existing estimators con-
sidered using three datasets. Based on the results obtained from the three datasets, it
can be observed that the proposed estimator has the minimum mean square error and
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the supreme percentage relative efficiency values, respectively, compared to the sample
variance estimator [5], variance ratio and regression estimators [15], variance estimator [17],
ratio-type and product-type exponential variance estimators, and [16] variance estimator.
Therefore, based on the criteria of mean square error and percentage relative efficiency,
the proposed estimator performed better and is more efficient than the existing estimators
considered.

Table 5. Bias estimates of the existing estimators and the proposed estimator.

Dataset 1 Dataset 2 Dataset 3
Sample Variance 0 0 0
[5]’s Ratio Estimator 83.79038 —27.989 0.01521998
[5]'s Regression 0 0 0
[15]’s Estimator 21539.92 16941.3 1.338503
[17]’s Ratio 10.84317 —46.103 —0.00092405
[17]’s Product 51.26086 110.319 0.01799213
[16]’s 76.34123 154.855 0.1906794
Proposed Estimator 3.20301640 2.1320047 —0.00200567

Table 6. MSE and PRE values of proposed and existing estimators with respect to §§

Dataset 1 Dataset 2 Dataset 3

MSE PRE MSE PRE MSE PRE

Sample Variance 419,607.1 100.00 188,354.1 100.00 0.004715021 100.00
[5]’s Ratio Estimator 220,271.5 190.50 21,269.09 885.58 0.0009897653 476.38
[5]'s Regression 254,877.6 164.63 20,959.36 898.66 0.0008908265 529.29
[15]’s Estimator 1,204,329 34.84 885,096.4 21.28 0.0036798567 128.13
[17]’s Ratio 298,307.4 140.66 62,669.71 300.55 0.0010637556 443.24

[17]’s Product 762,244.1 55.05 292,602.2 64.37 0.008128177 58.01
[16]’s 254,968 164.57 11,841.29 1590.66 0.002745902 171.71
Proposed Estimator 220,094.1 190.65 9616.144 1958.73 0.000173869 2711.82

6. Conclusions

In this study, a new generalized estimator of finite population variance using the
auxiliary information in stratified random sampling is proposed. The expressions for
bias and mean square error equations of the proposed estimator up to first degree of
approximation are derived. The theoretical efficiency conditions under which the proposed
estimator is better than some existing estimators are obtained. The proposed estimator
is thus empirically compared with certain existing estimators in the literature using real
datasets. Evidence from the results revealed that the proposed estimator performs better
than the existing estimators considered when compared using mean square error and
percentage relative efficiency.
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