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Abstract: In order to achieve a more efficient allocation of healthcare resources in the near future, it
is crucial to understand the patterns and causes of excess mortality and hospitalizations. Neonatal
mortality still poses a significant challenge, particularly in developed nations where the mortality
rates are already low and healthcare resources are generally available to most of the population.
Furthermore, the low mortality rates mean that the data available for modeling are often very limited,
restricting the modeling methods that can be used. It is also important that the chosen methods
allow for explainable, non-black-box models that can be interpreted by healthcare professionals.
Considering these challenges, the work hereby presented thoroughly analyzed the time series of
the neonatal mortality rates in Portugal between 2014 and 2019 in terms of trend and seasonal
patterns. The applicability and performance of different data-based methods were also analyzed.
Furthermore, the mortality rates were studied in terms of their relation to environmental variables,
such as temperature and air pollution indicators, with the goal of establishing causal relations
between such variables and excess mortality. The preliminary results show that ARMA, neural and
fuzzzy models are able to forecast the studied mortality rates with good performance. In particular,
neural models have the best predictive performance, while fuzzy models are well suited to obtain
interpretable models with acceptable performance.

Keywords: neonatal mortality; time series forecasting; ARMA; neural models; fuzzy models

1. Introduction

The survival and prosperity of children are at the heart of any thriving society. This is
especially true for developed countries, where advances in medical technology and better
living standards have led to a longer life expectancy, altering the population distribution
among different age groups.

Children are the future labor force, responsible for keeping the economy moving and
caring for the older generation while preparing the next generation for the challenges ahead.
Regardless of a country’s location or socioeconomic status, children are the foundation of
any nation’s success, and their welfare is vital to ensuring a prosperous future.

One of the most significant achievements in global health is the decline in child
mortality rates [1]. The number of deaths in children under the age of five has fallen
drastically from 19.6 million in 1950 to 9.6 million in 2000 and 5.0 million in 2019 [2],
indicating a worldwide decrease of 74.5% over the last 70 years.

However, there is still much work to be done. The United Nations’ Sustainable
Development Goals aim to end preventable deaths of newborns and children under the
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age of five by 2030 [3], with a target of reducing neonatal mortality to no more than 12 per
1000 live births and under-five mortality to no more than 25 per 1000 live births.

Child mortality rates are influenced by a variety of factors, which vary greatly across
different regions of the world. Developing countries face significant challenges such as
malnutrition, lack of access to clean water and inadequate healthcare and public safety
infrastructure [4]. Addressing these issues is crucial to reducing child mortality rates.
In contrast, European nations have some of the lowest child mortality rates globally [5],
reflecting their strong commitment to children’s health and well-being. Ultimately, a
country’s geographic location, socioeconomic status and cultural profile have a significant
impact on child mortality rates and the factors that determine them.

Neonatal mortality refers to the death of infants within the first 28 days of life [6]. It is
still one of the most significant challenges facing the global health community, particularly
in low- and middle-income countries, and a critical indicator of a country’s health status,
healthcare system and socioeconomic development. According to the World Health Orga-
nization (WHO), an estimated 2.4 million neonatal deaths occurred globally in 2019, less
than half of the 5.0 million that occurred in 1990 [7].

Neonatal mortality is preventable, and several interventions can help to reduce it.
These include improving access to quality healthcare services, particularly during preg-
nancy, childbirth and the postnatal period [8]. Ensuring adequate nutrition for pregnant
women and infants is also crucial [9], as well as promoting healthy behaviors such as
breastfeeding and providing essential newborn care. Reducing neonatal mortality has
far-reaching benefits beyond saving lives. It can lead to a healthier population, increased
economic productivity [10] and improved social outcomes. Addressing the underlying
socioeconomic determinants of neonatal mortality may also play a critical role.

Examining neonatal mortality data in a country such as Portugal, where rates are
already extremely low, is still crucial for several reasons. First, even in countries with
low neonatal mortality rates, there can be regional or socioeconomic disparities that need
to be addressed. By analyzing the data, policymakers can identify areas where there
may be higher rates of neonatal mortality and develop targeted interventions to address
these disparities.

Secondly, analyzing neonatal mortality data can help to identify trends and patterns
over time. Even if the overall rates are low, there may be changes in specific causes of
neonatal mortality or demographic groups that require attention. For example, there may
be an increase in the number of premature births, which would require additional resources
and interventions to address.

Thirdly, neonatal mortality studies can help to evaluate the effectiveness of interven-
tions and policies aimed at reducing neonatal mortality. Even in countries with low rates,
there may still be room for improvement, and analyzing the data can help to identify areas
where additional efforts are needed.

While countries such as Portugal may have made significant progress in reducing
neonatal mortality, there is still a long way to go to achieve the Sustainable Development
Goals. Therefore, it is critical to raise awareness and advocate for continued efforts to reduce
neonatal mortality globally. By highlighting the importance of this issue and sharing best
practices, policymakers and public health officials can continue to work towards improving
the health outcomes of mothers and newborns worldwide.

The aim of this study is to forecast and explain neonatal mortality in Portugal using
machine learning techniques. We analyzed a range of mortality and environmental vari-
ables to identify the most significant predictors of neonatal mortality. Furthermore, we
developed three predictive models that can forecast neonatal mortality rates in Portugal
over the next couple of years. The results of this study will provide valuable insights
into the determinants of neonatal mortality in Portugal and may have implications for the
design of public health interventions to reduce neonatal mortality rates in the country.

The remainder of this paper is structured as follows. Section 2 shows the data used
in this study, as well as how the data was prepared. In Section 3, a forecast of neonatal
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mortality is presented based on the past values of the time series using ARMA models.
In Sections 4 and 5, models using the past values of the time series as well as exogenous
values are presented, namely neural and Takagi–Sugeno fuzzy models. Finally, in Section 6,
an overview of the conclusions drawn from this study is presented.

2. Data Preparation

For this study, we had access to data regarding all neonatal deaths provided by
Directorate-General for Health, “Direção Geral de Saúde” (DGS), from January 2014
to December 2019. Furthermore, we used exogenous data to develop the models in
Sections 4 and 5, such as temperature and various pollution indicators.

Regarding the neonatal mortality data, firstly, the data were aggregated by month
of death as we had the exact date. Then, data were divided into a trend and deviation
from such trend, as in [11]. Firstly, we computed the moving average by considering the
current month and the 11 that preceded it, which aided in smoothing out data fluctuations
and improving the representation of the underlying trend, as in [12]. In order words, the
average calculated for December 2014 uses data from January 2014 to December 2014. Note
that this is the first sample that was actually used, because samples from previous months
would require data from 2013.

Next, we calculated the deviation from the moving average to each real value, which
highlighted unusual patterns in the data. For this, data were divided into training and test
sets. It was established that data from December 2014 to December 2017 is used as training
data, and those from January 2018 to December 2019 are the test data.

Regarding exogenous variables, such data were provided for each municipality indi-
vidually, similar to [13] but at a larger scale. However, this study focuses on forecasting
mortality in the country, so national values would be preferable. To obtain a national value
for each exogenous variable for each month, the average weighted by the population was
calculated, in the following way:

X(t) = ∑N
i=1 xi(t)pi(t)

∑N
i=1 pi(t)

(1)

where t represents time; i a municipality; xi a raw (by municipality) exogenous variable,
such as temperature; X the respective transformed (nationwide) variable; and pi the
population of a municipality. By calculating the weighted sum in this way instead of a
simple average, we guarantee that the values of the more heavily populated areas have
more impact on the final value since more people are exposed to those conditions. Table 1
presents the exogenous variables used for the modeling procedure.

Table 1. Exogenous variables.

Variable Unit

Mean Temperature ºC

NO2 Concentration µg/m3

PM10 Concentration µg/m3

PM2.5 Concentration µg/m3

3. ARMA Modeling

As an initial approach, an AutoRegressive Moving Average (ARMA) model was
utilized to predict neonatal mortality in 2018 and 2019 due to its widespread usage and
established effectiveness in modeling time series data, see [14–16]. ARMA models have
proven to be particularly useful in scenarios where a clear dependence exists between the
current value of the time series and its past values.
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We employed an ARMA model to predict the moving average segment of the time
series. Subsequently, we created another ARMA model to predict the deviation segment
of the time series. For both ARMA models, data regarding the last 12 months were
utilized. Eventually, summing up the two predictions derived the ultimate prediction
value, accounting for both the trend and variations in the data, which enhanced the
prediction performance.

Overall, the procedure facilitated the accurate analysis of the neonatal mortality time
series and generated precise predictions for future values. Incorporating the moving aver-
age and deviations from it, along with utilizing ARMA models for prediction, allowed the
trend and variations in the data to be accounted for, resulting in more accurate predictions.

Although there are differences between the predicted and actual values, this can be
attributed to noise and variability in the data, as well as the assumptions and limitations of
the ARMA models utilized. The obtained results (Figure 1) indicated that ARMA models
are effective in capturing the underlying patterns and dependencies in the data, with an
RMSE of 3.042 and a VAF of 0.36 indicating an average difference of 3 units from the actual
values, which is reasonable given the time series data’s range of values. However, it is
crucial to note that the RMSE is just one measure of prediction accuracy, and there may be
other metrics or measures that can provide different insights [17].

Figure 1. Neonatal deaths forecast using yearly and monthly ARMA model.

4. Neural Network Modeling

ARMA models used only the previous values of the time series to predict its future
values. Considering such results, the next step is to use also exogenous variables with the
goal of achieving better predictive performance. Exogenous variables are variables that are
measured alongside the forecast time series and can help determine its future values. In
the context of the work hereby presented, the exogenous variables are the environmental
variables presented in Table 1.

In this section, we propose to use an artificial neural network (NN) model, as in [18,19],
to incorporate the exogenous variables into the modeling process. The proposed NN model
takes as inputs the exogenous variables, as well as the previous values of the time series.
Following the procedure for the ARMA model, the 12 previous values of the 4 exogenous
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variables as well as the 12 previous values of the time series moving average and deviations
are given as input to the NN model, which then forecasts the mortality for the next
time period. Therefore, the proposed network has a total of 72 inputs and one output.
Considering such characteristics, the proposed NN is a shallow network with 73 neurons
in the hidden layer. Table 2 shows the other relevant properties of the NN model.

Table 2. Neural nework model parameters.

Parameter Value

Structure 1 layer, 73 neurons
Activation Relu

Solver lbfgs
Max. Iterations 500

The results (Figure 2) show that the NN model achieved better predictions than the
ARMA models with an RMSE of 2.394 and a VAF of 0.61. The improvement in RMSE may
be attributed to the inclusion of exogenous variables or to the non-linear nature of the NN.
These results suggest that incorporating external factors and utilizing non-linear models
can enhance the accuracy and predictive power of time series models.

Figure 2. Neonatal deaths forecast using the NN model.

5. Fuzzy Modeling

NN models are known as black-box models [20], meaning that, while their predictive
performance may be outstanding, they are also very hard to interpret, and the reasoning
between the inputs and the output is often not clear. This problem, known as interpretability,
is one of the most important yet still open problems in the field of machine learning [21,22].

While much research has been carried out in the recent years on this topic, the chosen
approach in the work hereby presented is the use of fuzzy logic to model the forecasting
problem. Fuzzy inference systems are a class of data-based learning algorithms that are
particularly well suited for modeling problems where interpretability is a priority [23–25].
Furthermore, Takagi–Sugeno fuzzy systems are universal learners [26], meaning that,
similarly to NN models, they are able to approximate any function provided that sufficient
degrees of freedom are given to the model.
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The modeling approach for the fuzzy models is exactly the same as the one described
for the NN in Section 4, with the same inputs and output. The parameters of the obtained
fuzzy model are as shown in Table 3.

Table 3. TSK model parameters.

Parameter Value

Clustering Method Fuzzy C-means
Cluster Validation Silhouette Coefficient
Number of Rules 31
Consequent Type Affine

Regarding the predictive performance of the obtained model, Figure 3 shows the
forecasting results which correspond to an RMSE of 3.569 and VAF of 0.15, meaning that
the model is not so good as the prvious models. However, it is important to mention that
the main advantage of fuzzy models is not necessarily their predictive performance, but
their interpretability. So, the predictive performance is still acceptable and comparable to
the other models. Still, regarding the topic of interpretability, the obtained fuzzy model
has a large number of fuzzy rules that makes its interpretability hard without a further
refinement of its rules by merging the fuzzy sets. However, the fuzzy model is still by far
the most interpretable model obtained in this work.

Figure 3. Neonatal deaths forecast using TSK fuzzy system.

6. Discussion and Conclusions

In this study, three different methodologies to forecasting mortality were utilized.
The first one was a junction of two ARMA models, one to predict the trend and another
one to predict the deviation from the trend. The results obtained show that the majority
of the variations that can be observed in the time series can be predicted by just looking
at the mortality rates of the last 12 months. With the aim of improving the prediction
made by the ARMA models, an NN model was utilized due to its nonlinear nature and
its capability to include exogenous variables to make predictions. The results improved
substantially as expected. Finally, aTakagi–Sugeno fuzzy model was utilized to create
IF–THEN rules to predict mortality, as these are more interpretable to a human. This model
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achieved reasonable predictions when paired with a high number of rules, which hurts the
interpretability of the task at hand.

Overall, according to the metrics (RMSE and VAF), the NN model is clearly the best
performer. However, upon comparing Figures 1 and 3, it is observable that the reason why
ARMA models perform so well is that they always make more conservative predictions.
In other words, the model underestimates periods of higher mortality and overestimates
periods of lower mortality, always keeping its prediction close to the average value of the
time series. On the other hand, the fuzzy model more effectively captures the magnitude of
the highs and the lows of the time series. The model only performs poorly on both metrics
because sometimes the prediction of peaks of mortality is offset by a month, dooming the
score on both metrics.

When the prediction is offset from the real curve, it can be observed that prediction
comes before the actual peak. These might be useful in certain scenarios because if a peak
does not occur in the predicted month, it will most likely occur in the following month.
In future work, other interpretable modeling techniques should be used to try to identify
which variables and in what instances are critical to predicting neonatal mortality.
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