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Abstract: Identifying meaningful and actionable relationships between the price movements of
financial assets is a challenging but important problem for many financial tasks, from portfolio
optimization to sector classification. However, recent machine learning research often focuses on
price forecasting, neglecting the understanding and modelling of asset relationships. To address
this, we propose a neural model for training stock embeddings that harnesses the dynamics of
historical returns data to reveal the nuanced correlations between financial assets. We describe
our approach in detail and discuss several practical ways it can be used in the financial domain.
Specifically, we present evaluation results to demonstrate the utility of this approach, compared to
several benchmarks, in both portfolio optimization and industry classification.

Keywords: time series; representation learning; asset relationships; risk management; industry
classification

1. Introduction

The stock market is a challenging but appealing target for time series analysis [1,2],
and it has long attracted the attention of researchers. While state-of-the-art time series
techniques have demonstrated an excellent performance in the financial domain [3], much
of the recent literature applying time series analysis to financial markets overlooks relational
information. Instead, assets are analysed in isolation while valuable relational information
is overlooked [4]. Understanding asset relationships is essential for several important
financial tasks like portfolio optimization, hedging, and sector classification [5]. The
conventional measure of asset similarity is correlation, popularised by Markowitz’s seminal
paper on modern portfolio theory [6]. However, there has been criticism of the application
of correlation to financial returns [7] and recently proposed alternative similarity measures
include geometric [8] and adjusted correlation-based approaches [9].

In recent years, learning embedding representations have led to breakthroughs in
capturing semantic relationships in natural language processing [10]. However, the appli-
cations of embeddings in finance are mainly limited to applying pre-trained large language
models to textual data, with very limited work on learning embeddings directly from non-
textual financial data such as historical returns [11]. For example, the authors in [12–14]
use event embeddings from financial news for stock return forecasting, [15] employ BERT
in annual report texts, and [16] uses word embeddings for stock selection.

In this paper, we outline a novel methodology that allows for rich relational infor-
mation to be extracted from financial returns time series and encoded using embedding
representations. After a detailed description of the approach in Section 2, we present
two evaluations to showcase how the learned representations are useful in tackling the
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real-world financial problems of sector classification and portfolio optimization. The main
contributions can be summarized as follows:

• A novel approach to learning embedding representations of time series is proposed
and applied in the context of financial assets.

• In contrast to existing sector classification schemes, which are highly subjective, we
showcase how the learned representations can be used to objectively segment stocks
into industry sectors.

• The learned embeddings are used within a novel approach for portfolio construction
that results in portfolios with statistically significantly lower out-of-sample volatility.

2. Architecture and Approach

Inspired by the distributional semantics area of natural language processing, the
model described in this section uses the idea of context stocks to learn the embeddings of
target stocks. In linguistics, the distributional hypothesis, which underpins a number of
popular language models [10], encodes the idea that words commonly occurring in the
same contexts tend to have similar meanings.

In the financial domain, a similar hypothesis also holds: companies with similar
characteristics—such as those operating in the same business sectors—tend to exhibit
similar stock price fluctuations [17]. By engineering the selection of context stocks to reflect
this hypothesis, and adding noise reduction strategies, our proposed framework generates
embeddings that capture nuanced relationships between financial assets purely based on
historical pricing time series.

2.1. Generating Training Data

Consider a universe of stocks U = {a1, . . . , an}. For each stock ai, there is a time series
pai = {pai

0 , . . . , pai
T } representing its price at discrete points in time t ∈ {0, 1, . . . , T} (daily

or weekly, for example). From these pricing data, we can compute a returns time series
rai = {r

ai
1 , . . . , rai

T } using Equation (1).

rai
t =

pai
t − pai

t−1

pai
t−1

(1)

Using these returns time series, we can generate sets of stocks called target:context sets
made up of a target stock and its set of context stocks. More concretely, for a context size
C (a hyperparameter), the context stocks for the target asset ai at time t are the C stocks,
which have the closest return at that point in time. The closest return is defined by the
lowest absolute value difference in return between candidate stock aj and the target asset

ai, formulated as
∣∣∣rai

t − r
aj
t

∣∣∣. An example of this process is outlined in Figure 1, with AAPL
as the context stock and t is 3 January 2000. We compute the absolute value difference
between the return of AAPL at that point in time with the return of each other stock at the
same point in time. Then, we choose the C stocks with the lowest values (most similar) as
the context stocks, excluding AAPL itself. In this case, IBM and MSFT have the smallest
difference with AAPL and so are chosen as context stocks. We generate a target:context set
for every stock at each point in time, which results in a total of |U| × T sets for training.

An example of a target:context set for C = 3 is S(a1, t) = [a1 : a270, a359, a410], which
corresponds to [Apple: IBM, Microsoft, Oracle] since, for example, 270 is the index value
for IBM in the dataset and so a270 corresponds to IBM. This tells us that, at a certain point
in time t, the three stocks with the closest returns to Apple Inc. were IBM, Microsoft
and Oracle.
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[AAPL : IBM, MSFT]

ABM IBM MSFT ZION… …AAPL

-0.014 0.089 0.086 0.003… …0.0882000-01-03

0.102 0.001 0.002 0.085… …|
Figure 1. Generating training data, i.e., target:context stock sets.

2.2. Base Model Architecture

The proposed model architecture is illustrated in Figure 2 with the stock embeddings
as the model parameters. Thus, each row in the weight matrix W ∈ R|U|×N is a stock
embedding, all of which are randomly initialized. Here, N is the embedding size (a
hyperparameter), and |U| is the number of stocks/assets in the dataset. The architecture
is unusual because the goal of the model is not to make predictions in a downstream
task; rather, its sole purpose is to learn parameters such that the resulting embeddings
encapsulate the relationships present in the underlying returns time series. In the remainder
of this section, the model architecture is described in detail from input (the context stocks
aj1 , aj2 , . . . , ajC , where j1, j2, . . . , jC ∈ {1, 2, . . . , |U|} are the index values of context stocks)
to output (the probability of each stock being the associated target).

…
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Figure 2. Model Architecture

The first step is to compute the hidden layer h ∈ RN , which can be thought of as an
aggregation of the context stocks’ embeddings. To do this, each of the context stocks is
one-hot encoded, which allows for us to easily extract the relevant embedding (row) from
W. For example, the first context stock aj1 is encoded as xj1 ∈ R|U|, a one-hot vector of all
zeros except for the element in position j1. As a result, computing WT · xj1 will extract a
single row from W— the embedding corresponding to the first context stock aj1 .

In this way, C one-hot vectors are obtained, {xj1 , xj2 , . . . , xjC}, one for each context
stock. The embeddings corresponding to the C context stocks are then extracted by pre-
multiplying each one-hot vector by WT as previously described. Finally, to compute the
hidden layer h, the context stock embeddings are aggregated. The most basic form of
aggregation proposed is an element-wise average of the extracted embeddings, which is
formalized in Equation (2).

h =
1
C

WT(xj1 + xj2 + · · ·+ xjC ) (2)

Thus, the hidden layer, h, is an N-dimensional vector and can be thought of as an
aggregate embedding representation of the context stocks. In Equation (2), each embedding
receives an equal weighting of C−1; however, in Section 2.3, we describe a more complex
aggregation approach intended to reduce noise.

The next step is to estimate the conditional probability of a particular stock ai being the
target stock given the context stocks, which have aggregate embedding h. This is computed
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as shown in Equation (3), where we define vT
ak

:= WT · xak , interpreted as the embedding
corresponding to asset ak.

P(aT = ai | aj1 , . . . , ajC ) =
exp(vT

ai
· h)

∑
|U|
k=1 exp(vT

ak
· h)

(3)

Ensured by the softmax activation, the output is a conditional probability expressing
the probability stock ai is the target stock, given the context stocks that were observed. The
goal is to learn the weight/embedding matrix that maximizes the conditional probability
for the correct target stock aT . As a result, we frame this as an optimization problem where
the goal is minimizing the loss function shown in Equation (4) with respect to W, which
can be achieved using stochastic gradient descent.

L = −vT
aT
· h + log

|U|

∑
k=1

exp(vT
ak
· h) (4)

In this way, after training, stocks that commonly co-occur in target–context sets will
have high similarity representations in the latent space, as desired.

2.3. Noise Reduction Strategies

Financial returns data are notoriously noisy [18], and so, in addition to the base model
architecture, we propose two amelioration strategies to improve performance. Firstly,
a weighting strategy based on overall distributional co-occurrence is introduced, and
included in Figure 2. With this, the hidden layer h is computed via a weighted average,
and is implemented by scaling each xj using a weight, which is proportional to the rate
at which the given context stock aj appears in the context of the target stock ai over every
time point in the training dataset (t = 1, 2, . . . , T). This is outlined in Equation (5), where 1
denotes the indicator function.

wi,j,t ∝ βi,j =
1
T

T

∑
t=1

1
(

aj ∈ S(ai, t)
)

(5)

The constant of proportionality here, ki,t, is computed such that the weightings over
all context stocks sum to one.

wi,j,t = ki,t · βi,j : ki,t =

 ∑
j:aj∈S(ai ,t)

βi,j

−1

(6)

Secondly, the distribution of returns over a short time period, such as daily, contains a
large proportion of values close to 0, which indicates little movement in stock price. In an
effort to isolate meaningful cases and reduce noise, a context set S(ai, t) was deleted from
the training data if the target stock return, rai

t , was within the interquartile range (IQR) of
returns on that day. As a result, only sets where the target stock had a movement outside
the IQR of the market average on a given day were included in training.

3. Evaluation Dataset

In the following two sections, we present the results of initial evaluations of the
proposed stock embeddings approach. We describe two experiments to evaluate different
aspects of the learned distributed representations. In Section 4, we evaluate the ability of
the embeddings to capture sectoral similarity by: visualizing the embeddings in 2D space,
examining nearest-neighbour stocks, and finally quantifying the results through sector
classification. In Section 5, we describe an evaluation within the portfolio construction
setting and show that the proposed approach results in out-of-sample portfolios with
statistically significantly lower volatility than conventional hedging strategies.
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In both experiments, we used a publicly available dataset of daily pricing data for
611 US stocks during the period 2000–2018. In addition to daily returns, each stock is
also associated with a sector and industry classification label from the Global Industry
Classification Scheme (GICS). The former corresponds to the business sector in which
the company operates—there are eleven sectors in total, including Finance, Health Care
and Technology, for example—while the latter represents a finer-grained classification so
that a stock in the Technology sector may have Computer Software as its industry label,
for example, to contrast it with another Technology stock in the Electronic Components
industry. The embeddings used in both experiments were generated using a context size of
3 and an embedding dimension of 20. Results are reported both with and without noise
reduction techniques.

4. Evaluation 1: Sector Classification

Stock prices are influenced by a myriad of hidden factors and unpredictable events,
making investing a risky venture. Individual stocks expose investors to both market risk
(systematic) and asset-specific risk (idiosyncratic). Exchange-traded funds (ETFs) have been
growing in popularity because they allow investors access to mitigate idiosyncratic risk,
through diversification, at very low costs. They are securities traded on public exchanges,
that provide partial ownership in large portfolios of stocks. These portfolios often track a
specific market sector or geographical region, allowing for investors diversified exposure
to desired market segments. By 2016, ETFs’ market share surpassed 10% of total US market
capitalization, accounting for over 30% of trading volume [19].

However, ETF providers must decide on portfolio constituents, which is currently
a very subjective process, particularly for ETFs tracking particular market sectors. For
instance, a strong case could be made for Amazon, classified as consumer discretionary by
the GICS, to be included in consumer discretionary, technology, or consumer staples ETFs.

Aside from deciding on ETF constituents, segmenting stocks into market sectors is
also crucial for many other types of financial and economic analysis—measuring economic
activity, identifying peers and competitors, quantifying market share and bench-marking
company performance—none of which would be possible without industry classifica-
tions [5]. A well-defined sector classification system also facilitates relative valuation and
sector-specific return and risk estimates [20].

We demonstrate the utility of stock embeddings in classifying stocks into business
sectors and identifying inconsistencies in existing classification schemes. We first visualize
the latent space of learned embeddings to examine stock clustering and relationships. We
then present a nearest neighbors analysis, and finally train a classification model using the
embeddings to assign sector labels to companies.

4.1. Clustering Stocks Using Embeddings

Visualizing latent embeddings in a lower dimensional space can often be useful to
identify relationships and clustering behavior. Figure 3 shows a graphical representation of
the embeddings for stocks in four of the largest business sectors: Energy, Finance, Public
Utilities and Technology. Each node represents a stock, colored by sector, and an edge
indicates that the two nodes it connects have greater than 0.7 cosine similarity between
their embeddings. The plot is generated using a force-directed graph-drawing algorithm.

The clustering of stocks into business sectors is clearly evident in Figure 3. We can also
see that nearly all the edges in the graph are between nodes from the same sector. From
this, we conclude that the proposed model architecture and training procedure result in
embeddings that successfully capture relationships between stocks from their time series.

When we consider that the training data used are purely derived from historical
returns data, this is a very positive result because it suggests that it is possible to reconstruct
important sectoral information from the embeddings, and indeed this can likely be achieved
a way that is more nuanced than might be possible using simple sectoral labels.
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Figure 3. Graphical Visualization of Stock Embeddings Colored by Business Sector.

4.2. Identifying Nearest Neighbor Assets

Ideally, we should expect the embeddings of related stocks to be ‘semantically’ closer,
by some suitable similarity metric, than dissimilar stocks, and the ability to identify similar
stocks is an important tool for effective portfolio design. Here, we use cosine similarity
as our similarity metric to provide examples of the k nearest neighbors for a sample of
example stocks; similar results can be obtained when using alternative metrics such as
Euclidean distance.

Table 1 shows the top-3 nearest neighbors for JP Morgan Chase, Analog Devices, and
Exxon Mobil Corp, three well-known companies in very different sectors. In each case, the
nearest neighbors pass the “sanity test” in that they belong to similar sectors and industries.
For example, the three nearest neighbors of JP Morgan, a major bank, are also all major
banks. Remember, no sectoral or industry information was used to determine these nearest
neighbors, and only daily returns time series were used to generate the embeddings used
for similarity assessments.

Table 1. Examples of Top-3 Nearest neighbors for Given Query Stocks.

Query Stock
Sector-Industry 3 Nearest Neighbors-Sector-Industry Similarity

JP Morgan Chase
Finance

Major Bank

Bank of America Corp-Finance-Major Bank
State Street Corp-Finance-Major Bank

Wells Fargo & Company-Finance-Major Bank

0.88
0.82
0.81

Analog Devices
Technology

Semiconductors

Maxim Integrated-Technology-Semiconductors
Texas Instruments-Technology-Semiconductors

Xilinx, Inc.-Technology-Semiconductors

0.93
0.91
0.90

Chevron Corporation
Energy

Oil & Gas

Exxon Mobil-Energy-Oil & Gas
BP P.L.C.- Energy-Oil & Gas

Occidental Petroleum-Energy-Oil & Gas

0.89
0.82
0.78
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Nearest neighbor stocks can be used in a variety of ways by investors. By focusing
on the k nearest neighbor stocks, we can develop a basic stock recommendation system
which, when given a target stock—a novel stock for the investor or one already in their
portfolio—can generate a ranked list of similar stocks based on their historical returns
data. Conversely, the ability to identify maximally dissimilar stock is an important way to
improve portfolio diversity in order to provide an investor with the ability to guard against
volatility and hedge against sudden sectoral shocks.

4.3. Sector Classification Performance

This section uses the generated embeddings to objectively segment companies into
industry sectors. To do this, the learned embeddings serve as the input to a classification
model and their corresponding GICS sector labels represent the ground truth. However,
classification accuracy is limited by the unpredictable factors inherent in historical returns
data and inconsistencies in current subjective approaches to stock labeling [5]. Therefore,
sector classification in finance is a challenging task, particularly when relying solely on
returns data.

A considerable class imbalance exists among the sectors within the dataset, which
can introduce algorithmic bias and adversely affect the results. To mitigate this issue,
we implemented the Synthetic Minority Oversampling Technique (SMOTE) [21] on the
training data.

Table 2 shows the performance of the proposed methodology in the sector classifica-
tion task. We also include alternative several time series classification models as baselines.
The embedding model with both noise reduction techniques achieves the highest accu-
racy of 60%. In addition, our method provides the added benefit of producing learned
representations that can serve as features in other asset-related tasks.

Table 2. Sector Classification Results.

Model Precision Recall F1 Accuracy

Catch22 0.31 0.35 0.31 35%
Contractable BOSS 0.47 0.39 0.37 39%

RBOSS 0.57 0.42 0.45 42%
Shapelet 0.54 0.42 0.45 42%

Shapelet Transform 0.39 0.46 0.40 46%
WEASEL 0.50 0.47 0.47 47%

MUSE 0.54 0.54 0.51 54%
Time Series Forest Classifier 0.55 0.55 0.53 55%

Canonical Interval Forest 0.57 0.56 0.52 56%
Arsenal 0.64 0.58 0.53 58%

Embedding 0.57 0.54 0.55 54%
Embedding + IQR 0.59 0.56 0.56 56%

Embedding + Weight 0.59 0.57 0.57 57%
Embedding + Weight + IQR 0.62 0.60 0.60 60%

This is an impressive result considering the aforementioned limitations and the fact
that there are 11 sector classes (Basic Industries, Capital Goods, Consumer Durables,
Consumer Non-Durables, Consumer Services, Energy, Finance, Health Care, Public Utilities,
Technology, Transportation). A more in-depth analysis shows a variation in accuracy across
sectors, with the more populated sectors being very accurately classified (F1 > 0.9 in some
cases) while other minority sectors have relatively low accuracy. With this in mind, we
believe the accuracy could be improved with a larger dataset.

The objective sector classification approach presented has considerable potential for
addressing and mitigating inconsistent company segmentation—a well-documented is-
sue [22]—in practical applications.
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5. Evaluation 2: Hedging/Diversification

As previously mentioned, the existing literature on computational methods for stock
markets mainly targets returns forecasting. However, not all investors prioritize maximiz-
ing returns; for some, portfolio protection is more important. For instance, a defined benefit
pension fund portfolio manager primarily focuses on covering agreed benefits, making
risk management more crucial than maximizing returns. To ensure protection, investors
and portfolio managers use diversification and hedging, measuring effectiveness in terms
of volatility reduction. As a result, identifying dissimilar stocks that behave oppositely to
similar ones is essential for traders to hedge their target stocks and limit overall risk.

Typically, hedging involves negatively correlated assets and various correlation met-
rics. We propose an alternative: using generated embeddings to find maximally dissimilar
stocks and inform hedging strategies. We evaluate a scenario where an investor holds
a position in a stock (query stock) and seeks a single stock (hedge stock) to reduce risk,
measured as volatility, as much as possible.

To do this, we create a hedged two-asset long-only portfolio for each stock in the
dataset, resulting in 611 portfolios, each containing a query stock and its lowest similarity
hedge stock. The similarity is based on cosine similarity between embeddings or baselines
from Table 3. We then simulate each portfolio’s out-of-sample performance using different
similarity metrics, recording realized volatility values. See Algorithm 1.

Algorithm 1 Finding Hedged Portfolios and Simulating Realized Volatility

for target_stock in stocks do
# Initialize variables
min_similarity← ∞
selected_hedge← None
# Iterate over all stocks to find the least similar stock as a hedge
for candidate_hedge in stocks do

if similarity(target_stock, candidate_hedge) < min_similarity then
# Update the minimum similarity and the selected hedge stock
min_similarity← similarity(target_stock, candidate_hedge)
selected_hedge← candidate_hedge

end
end
# Simulate the performance of the hedged portfolio

end

Table 3. Portfolio hedging experiment results along with Tukey HSD test indicating significantly
lower volatility than Pearson baseline at α = 0.01.

Method Avg Volatility Significant

Pearson 23.8% -
Spearman 24.0% 7

Geometric 23.9% 7

Embedding 22.9% 3

Embedding + Weight 22.8% 3

Embedding + IQR 21.3% 3

Embedding + Weight + IQR 21.9% 3

A train-test split is crucial to resemble real-world out-of-sample trading applications.
Due to financial data’s time sensitivity, we use the first 70% of data (2000–2013) for training
embeddings and computing baseline similarity metrics, and the remaining 30% (2014–2018)
for simulating portfolios and computing realized volatility.

In modern portfolio theory [6], similarity is defined using Pearson correlation, a
common method in industry and academia. We suggest that cosine similarity between



Eng. Proc. 2023, 39, 30 9 of 10

proposed embeddings may be superior. The evaluation includes Pearson correlation,
Spearman rank-order correlation coefficient, and a recent geometric shape similarity [8]
as baselines.

Table 3 displays the average volatility results. To ensure the robustness of results, we
reran the experiment 100 times; instead of choosing the single most dissimilar stock as the
hedge stock, we randomly chose one of the 25 most dissimilar results for each target stock
on each iteration. Overall, the proposed embeddings approach with IQR noise reduction
results in portfolios with the lowest average volatility, at 21.3%. Post-hoc Tukey HSD tests
indicate that the volatility in all of the embedding-based methods is statistically significantly
lower than the Pearson baseline at α = 0.01; none of the other baseline approaches generate
a significantly lower mean volatility compared to the Pearson approach.

Thus, the proposed embedding methodology can be used to inform a hedging strategy
that is superior to a number of baselines, at least within the simplified setting used for this
experiment. Obviously, real-world settings are based on more complex portfolios with
many different stocks that need to be collectively hedged, and it is a matter for future work
to further evaluate our embeddings approach in these more realistic settings. That being
said, the approach used here still serves as an important indication of success: had the
embeddings approach not been able to demonstrate improved volatility in these simple
two-stock portfolios, this would cast doubt on its likely future success in more complex
portfolios. Similarly, there is more work to be carried out when it comes to understanding
the dynamics of the distributed representations and how they are learned: for example,
how changing the context size or embedding dimension impacts these findings.

6. Conclusions

In this paper, we presented a novel methodology for quantifying the relationships
between financial assets by learning embedding representations derived solely from histori-
cal returns. The effectiveness of the approach is demonstrated through a nearest neighbour
case study and benchmark comparisons in two key financial tasks: (1) accurately classifying
stocks into their respective industry sectors, and (2) constructing portfolios that exhibit
statistically significant reductions in volatility compared to traditional baseline methods.

Moving forward, we aim to further assess the potential of this methodology by exam-
ining more intricate portfolio management scenarios and incorporating additional datasets.
The proposed technique is versatile and applicable to any group of financial assets with
accessible pricing information, allowing us to extend our analysis to encompass multiple
asset classes beyond equities. Furthermore, we plan to conduct a thorough exploration
of the model parameter space used for learning the embeddings, as well as investigating
alternative approaches for generating context stocks.
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