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Abstract: Image segmentation is the process of dividing an image into homogeneous regions ac-
cording to certain features and is widely used in image processing. Complexly structured images
usually contain complex and essential objects. These images are non-linear structural images and
they contain a large number of elements with required specifications. The main goal of the proposed
EPSO (Exponential Particle Swarm Optimization) algorithm is to prevent local solutions and find
the exact global optimal solutions for the task of segmenting medical images. The execution time
is compared with well-known segmentation algorithms. The EPSO method is superior to the seg-
mentation methods studied, including the graph algorithm. Comparisons were made with existing
segmentation algorithms (Grow cut, Random Walker, DPSO, K-means PSO, and hybrid-K-means ant
colony optimization algorithm) in tabular form.

Keywords: complexly structured image segmentation; swarm intelligence; particle swarm
optimization algorithm

1. Introduction

The development of image recognition methods is one of the difficult and involved
tasks in AI. The development of image recognition methods is well studied in theory;
however, there is no general method to solve it and the practical solution seems to be very
difficult [1,2].

Complexly structured images often contain difficult and essential objects. These
images are images with a difficult structure and they contain a large number of elements
with required specifications. Images have a complex structure that contains many different
semantics. These images contain the following attributes:

• Contains a lot of dissimilar objects;
• Objects on images are different;
• Each object has different properties that must be considered;
• Morphologically complex structures;
• Object and background usually have almost the same color distribution.

Examples of such images include geographic or topographical maps, remote sensing
images of the earth, etc. Examples of such images are also medical images, including
magnetic resonance imaging called MRI images or computed tomography images.

Recent research findings have demonstrated the potential for using techniques in-
spired by nature, such as ant, particle swarm (PSO), and bee colony optimizations. The
application of biologically inspired techniques, including PSO, is still under-studied and
more research is needed. In the article, it is proposed to modify the PSO algorithm to a
Modified Exponential Particle Swarm Optimization algorithm (EPSO).
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2. Particle Swarm Optimization

The PSO approach employs a collection of particles, each of which has a unique local
solution [3,4]. According to its own habits and those of its neighbors, the particle’s behavior
varies every time it enters the search zone. Each particle keeps track of its own position
coordinates with the best objective function and best neighbor, from which the best overall
solution is derived.

Each particle stores the best fitness value and coordinates. This fitness value can be
expressed as yi and named as a cognitive component. Similar to this, let us indicate the
best global optimum obtained by all particles as ŷ(t) and call it the social component.

Each i-th particle has properties such as velocity vi(t) and position xi(t) a time t.
Particle location changes based on

xi(t + 1) = xi(t) + vi(t + 1), (1)

where xi(0) ∼ U(xmin, xmax).

vij(t + 1) = vij(t) + c1r1j(t)[yij(t)− xij(t)] + c2r2j(t)[ŷj(t)− xij(t)]. (2)

The best position (gbest) at a time (t + 1) can be obtained as follows

yi(t + 1) =

{
yi(t) i f f (xi(t + 1)) ≥ f (yi(t))
xi(t + 1) i f f (xi(t + 1)) < f (yi(t)),

(3)

where f : Rn∞ → R is target function, that says if current position is optimal. ŷj(t) (pbest)
at a time t can be calculated as follows

ŷ(t) ∈ {y0(t) . . . yns(t)}| f (ŷ(t)) = min{ f (y0(t)) . . . f (yns(t))} (4)

where ns is the sum of all swarm particles.

3. EPSO Algorithm for Complexly Structured Images Segmentation

To obtain better segmentation results, a combined method has been proposed which
utilizes all the advantages of K-means and PSO algorithms.

The EPSO algorithm is basically similar to the mixed ACO K-means algorithm [5].
Each swarm particle xi represents N areas (clusters) such as xi = (mi1, . . . , mij, . . . , miN)

where mij is center for area j for swarm particle i. Target function can be represented
as follows

f (xi, Zi) = ω1d̄max(Zi, xi) + ω2(zmax − dmin(xmin)), (5)

where zmax = 2s− 1 for image with s-bits; Z is representative table for connectivity between
pixel and center of the area for particle i.

The table indicates if point zp is in area cij for swarm particle i. Constant values ω1
and ω2 are user-defined, d̄max—max average Euclidian distance from swarm particles to
linked areas. It can be measured as follows:

d̄max(Zi, xi) = max
j=1,...,N

{ ∑
∀zp∈cij

d(Zpmij/|cij|)}, (6)

dmin(xi) = min
j1,j2,j1 6=j2

{d(mij1, mij2)} (7)

Formula (7) contains minimal Euclidian distance among each pair of the area centers.
In the next task, the swarm is used to achieve good clustering using the passed

parameters. It was achieved through self-study. Each particle in the PSO algorithm
represents a pixel. The pixel intensity is used as an input parameter for the PSO algorithm.

The Algorithm 1 includes the following steps:
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Algorithm 1 Exponential PSO segmentation algorithm

1. Presented swarm m. Set the number of swarm particles, personal and global acceler-
ation rates c1 and c2, max allowed number of iterations Nmax, parameters for target
function f(5).

2. For i = 1, . . . , m(for each particle)
2.1 Initialize starting position of the particle using vector xi.
2.2 Starting position of the particle is currently known best position yi = xi.
2.3 If f (yi) < f (ŷ), then update best swarm’s value replacing ŷ to yi.
2.4 Randomly initialize velocities of the particles vi.

3. Current number of iterations N = 1.
4. For i = 1, . . . , m (for each particle)
5. For j = 1 . . . , n (fitness function parameters)

5.1 Update particle’s velocity vij and position according to xij = xij + vij.

6. If f (xi) < f (yi), then replace best local solution for particle yi = xi, otherwise return
to Section 4.

7. If f (xi) < f (ŷ), update best global swarm’s solution ŷ = xi, otherwise return to
Section 4.

8. Inrease Number of iterations on 1: N = N + 1.
9. If N 6 Nmax, then return to Section 4, otherwise ŷ contains best found solution.
10. Initialize K centers of the clusters using best particles positions.
11. Calculate pixel’s belonging to cluster (according to distance to the center).
12. Using (5) recalculate clusters centers. If they are not equal to previous, then repeat

Section 11.
13. Save best individual solution for each particle (pbest (3)).
14. Save best common solution for m particles (gbest (4)).
15. Update clusters centers.
16. If centers have changed, then return to Section 12.

Thanks to the particle optimization algorithm, all particles tend to fly directly to the best
location found by the best particle. This approach enables the rapid discovery of potential
solutions. Using this mechanism, particles often accumulate in a local minimum instead of
a global minimum, resulting in suboptimal solutions. To avoid this effect, El-Desouky [6]
suggested making ω linear, for example

ω = (ω−ω1)
(nmax − n)

nmax
+ ωmin, (8)

where nmax is maximum number of iterations, n is the number of the current iteration.
Recommended values are ωmax = 0.9; ωmin = 0.4. ω can be decreased down to ωmin over
1500 iterations. In this article, we propose to change ω exponentially. In the presented
algorithm, we propose to change ω in the following way:

ω = (ω−ω1)e
(nmax−n)

nmax + ωmin (9)

4. Testing EPSO Segmentation Method

To evaluate the efficiency of the algorithm, numerical experiments were provided.
Six segmentation methods were considered. Among them are FC-Means [7], Darwinian
PSO [8], PSO modification—K-means PSO [8], Grow cut [9], Modified HACO-K-means
algorithm—K-means ACO [10,11], and Random Walker [12].

Table 1 represents the running time for three images from well-known image dataset [11]
(Figures 1–3).
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Table 1. Time taken for each image tested using different algorithms.

Image K-Means-
PSO EPSO ACO-K-

Means FC-Means Grow Cut Random
Walker

Darwinian
PSO

1 7.48 7.34 12.14 9.49 14.78 5.01 11.85
2 0.19 0.18 0.93 0.87 1.35 2.2 16.34
3 17.5 17.5 24.04 12.14 45.30 14.2 15.95

Figure 1. MRI image of the Brain. Params—421 × 392, 8 bits per pixel.

Figure 2. Noised brain image. Parameters: 151 × 166, 8 bits per pixel.
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Figure 3. Sagittal MRI image of the knee. Parameters 802 × 450, 8 bits.

From Table 1 it can be observed that the proposed method outperforms all existing
modifications of ACO and PSO and graph-based methods, except for Random Walker
(in this case, the execution time affects the segmentation quality—EPSO- segment quality
exceeded Random Walker by 15%).

5. Conclusions

In the presented paper, the modified EPSO algorithm for segmenting complexly
structured images was introduced. A comparison of the results of the algorithm with other
methods has been presented. In all cases, the algorithm produces a better final sharding
time than the studied techniques (with the exception of the Random Walker algorithm,
which has over 15% lower segmentation quality). All test results were obtained using the
Ossirix MRI image dataset and own software products. The obtained results show that
the transform EPSO algorithm can be used in digital image processing for images with
complex structures.
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