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Abstract: The rapid growth in the volume of medical data is pushing the development and imple-
mentation of artificial intelligence (AI) tools. One of the directions of the application of Al in the field
of healthcare is the use of natural language processing methods to build medical decision support
systems based on electronic medical record (EMC) data. As a result of this study, a module for
the extraction and pretreatment of patients” EMC was developed. In addition, an approach was
implemented to extract features from the unstructured textual information of patient admission
protocols, with the formation of an appropriate vector representation of data. Predictive models for
the diagnosis of groups of diseases based on the logistic regression model and BERT were developed.
The highest efficiency in the experiments was shown by the logistic regression model, with a F1-score
of 0.81 and Matthews correlation coefficient of 0.75. The obtained results have been posted for public
access based on the django framework and can be used for preliminary assessment of patient health
status, as well as integrated into existing medical decision support systems.

Keywords: electronic health records; medical decision support system; natural language processing;
BERT; logistic regression

1. Introduction

Cardiovascular diseases (CVD) continue to be the most urgent health problem in
most countries of the world, including in the Russian Federation. In 2020, cardiovascular
diseases became the most common cause of death (47%) and claimed the lives of more
than 900 thousand Russians. In this regard, it is necessary to develop new approaches to
reducing this indicator.

From an economic point of view, the direct costs of public health for the treatment and
diagnosis of CVD amount to about RUB 220 billion. This indicator is 8-times higher than
the cost of screening and prevention, with which 40% of CVD cases can be prevented with
a proper assessment of the risks of development [1,2].

The large growth of medical data is pushing the development of Al tools, for imple-
mentation, processing, and analysis. One of the directions of the application of Al in the
field of healthcare is the use of NLP methods to build systems to support medical decision-
making based on electronic medical records. One of the tasks of a medical decision-making
system is the task of determining a diagnosis according to the ICD and based on patient
complaints. Thus, the task of multiclass classification based on the text documents of the
EMC arises.
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2. Related Work

Currently, natural language processing (NLP) methods allow analyzing unstructured
information and building highly efficient Al models [3]. In this regard, scientists around
the world are engaged in the development and application of NPL methods in the field of
digital medicine.

Thus, the study in [4] presented an approach to the processing and analysis of elec-
tronic medical records (EHR) of patients based on NLP and deep learning methods for
prediction in healthcare. The presented methodology can be used to evaluate various health
indicators and in subsequent decision-making. In [5], this approach was also highlighted
as the main tool for developing end-to-end applications using multimodal data (images,
quantitative analysis data, etc.).

The authors of the study in [6] proposed a deep learning model for predicting heart
failure according to EHR data in the UK. However, the resulting model in testing demon-
strated an AUROC equal to 0.6965, which generally does not correspond to predictive
models of high accuracy.

An effective convolutional neural network (CNN) model for estimating the costs and
duration of hospital stays was presented in [7]. The peculiarity of this model is its ability to
extract potential knowledge from clinical data with low-frequency medical events.

In [8], an algorithm for predicting a diagnosis based on a deep neural network and
by analyzing the data of the EMC of a department of pediatrics was proposed. In their
study, the authors used an unstructured and unbalanced data set to build a model using
bidirectional recurrent neural networks. The accuracy of the predictive model was 80.9
according to the precision metric.

The study in [9] presented an approach to deep learning for identifying risk factors
for cardiovascular diseases based on EHR analysis. The experimental results showed that
the proposed models for the binary classification of the presence of CVD using several
individual factors (smoking, diabetes, genetic predisposition, etc.) had a high accuracy of
prediction (from 0.81 to 0.96).

Thus, at the moment, research in the field of the diagnosis of diseases and risk factors
is often based on NLP and deep learning methods. In addition, the results of evaluating
the quality of AI models for solving similar problems showed high predictive power. In
this regard, within the framework of this work, a study was conducted on the effectiveness
of various models for classifying groups of diagnoses of diseases based on the textual
information of patient complaints from EHRs.

3. Problem Statement

At the moment, a medical information system (MIS) is a comprehensive software
product, the main purpose of which is to automate the main processes related to the work
of medical institutions of general and narrow specialization.

The problem of developing an intelligent decision support system (DSS) for the
operational interaction of the patient and the doctor at the reception is as follows: the
MIS databases with information about the protocols of visits, the results of additional
examinations, etc., are stored in a distributed manner, and additional tools for extraction,
transformation, and structuring are needed for the implementation of AI models.

In this regard, within the framework of this study, a methodology of interaction with
the regional MIS is presented from the stage of information extraction to the implementation
of forecasting results, which is schematically presented in Figure 1.
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Figure 1. Methodology of the development and implementation of models in MIS.

Based on the presented scheme, there are three main modules for the development of
intelligent DSS:

1. A module for extracting and preprocessing large depersonalized data of the electronic
medical records of patients;

2. A module for extracting signs from the unstructured textual information of patient
visits to a medical organization and for forming a vector representation of data;

3. A module for diagnosing disease groups, to support medical decision-making.

The data storage structure describes for each patient a “case diagnosis” and a “treat-
ment step”, which are related to the actual “services rendered”. For patients with a history
of CVD, within the framework of this study, all protocols of visits to a medical organization,
including diagnoses of other groups of diseases, were uploaded. Thus, the purpose of this
study is to extract and process unstructured clinical texts in Russian, to build a prognosis
of a group of diseases and integrate the results into a medical decision support system.

4. Development of a Module for Extracting and Processing Electronic Health Records

The Medical Information and Analytical Center (MIAC) of Orenburg provided an
opportunity to connect to the regional MIS to download depersonalized data from their
server. After a preliminary analysis of the data, more than 1 million records of various
protocols of medical visits were found, with institutions of patients with CVD (diaries of
patient appointments, conclusions of additional examinations (Electrocardiography, blood
test, etc.).

For the provided xIm documents, it is necessary to automatically recognize the most
informative blocks suitable for building Al models. A characteristic problem of this stage is
the availability of documents of various structures - due to the possibility of correction by
the doctor of the template of visit protocols, individual concepts for filling in information
about additional medical examinations. laboratories, etc. Thus, it is necessary to develop
a unified approach to the processing of heterogeneous documents and their informative
blocks of textual information.

Within the framework of this, study, methods of parallel reading and processing of
the data stream, models and methods of deep learning, as well as NLP text information
processing methods were used to build DSS in the diagnosis of groups of diseases.
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4.1. Extracting MIS Data

When visiting a patient of a medical organization, the doctor fills out a diary, which
consists of data from the objective study of the patient, anamnesis of life, and the complaints
of the patient. The anamnesis of life contains information about heredity, bad habits, etc.
The generated xml documents with patient examination data do not have a single structure
and are modified directly by the doctor.

In this regard, for the development of predictive Al models, the following modules
of interaction with the regional MIS of the city of Orenburg were implemented: the XML-
ParseModule module loads impersonal protocols via the MIAC API in xml format; and for
processing heterogeneous templates, a DictParseModule module for automatic conversion
of xml documents was developed.

The DictParseModule module for extracting information from heterogeneous xml
protocols is based on an approach to recursive node search, with sequential analysis of
the contents (Figure 2). A distinctive feature of the proposed approach is the creation of a
service record tree in the MOD, which allows analyzing the relationship of certain factors
within the document.

Thus, the presented modules convert the xml documents of patient visits into a
json file that contains information about complaints at the reception, test results, lifestyle
information, etc. into the “key” format:value”. As a result of the work of this xml parser
module for September—December 2021, 364,020 protocols were uploaded in xml format for
patients diagnosed with CVD. The volume of xml files ranged from 3 KB to 1008 KB. The
dataset was preprocessed; missing values and records in which the length of the patient’s
complaint line was less than 100 characters were removed. The final distribution of patient
complaint protocols at the reception by disease group is shown in Figure 3.

It should be noted that in addition to cardiovascular diseases, the control group of
patients also reported “Acute respiratory infections of the upper respiratory tract” (J0), as
well as “New diagnoses of unclear etiology” (U0). These diagnoses were considered in the
general order and included in the predictive model.

4.2. Text Information Preprocessing

For Al models, the EMC data obtained after processing xml documents in the form of
textual information had to be represented at the input by a feature vector. Let us consider
several approaches to feature extraction.

At the first stage, we perform numerical encoding of the target variable—the names
of six groups of diseases according to the ICD—and also determine the dictionary of
stop words from the Russian-language corpus of the nltk library and the minimum and
maximum length of n-grams from 1 to 4.

The first approach to extracting features is as follows: First, operations are performed
to convert tokens to lowercase, and remove punctuation, stop words, accents, etc. Next,
a collection of unstructured text documents with patient complaints is converted into a
matrix of the number of tokens using the CountVectorizer method (bag-of-words model).
The resulting vector text embeddings are divided into training and test samples and are
used subsequently to train a logistic regression model with cross-validation support.

In addition, within the framework of this study, an approach using Russian-language
models of BERT transformers on unstructured medical texts was considered, which
consisted in forming a vector representation of tokens of medical texts. In this case,
the maximum size of the dictionary num_words = 15,000 and the maximum message
length max_len =200 in tokens were set, and then the sentences of the original dataset
were aligned to the same length (padding="post’). Tokenization of the training sample was
performed using the EnRuDR-BERT model [10], pretrained on a collection of consumer
reviews about taking medications. To solve the problem of classifying a group of diseases,
the output layer is represented by six outputs in accordance with the ICD codes. Thus, as a
result of training, an attention mask is created for each sample: those tokens that need to
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be taken into account when training and calculating gradients are filled with units, those

tokens that should be skipped are filled with zeros.
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Figure 2. DictParseModule for automatic xml document conversion.
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Figure 3. Distribution of patient complaint protocols by disease group.

5. The Training of AI Models

The next stage of constructing a prognosis of a patient’s disease group is the training of
Al models. Schematically, the process of learning a logistic regression model for classifying
groups of diseases is shown in Figure 4. Note that for each sample object, when using this
approach, the probability of belonging to one of the six groups of diseases according to the
ICD is calculated.

INPUT

Unstructured
text data

Target variable encoding — nltk
Set stop-words and n-grams

£ Process 2: Vectorizer S,

Remove accents, remove i Count
punctuation, remove stop-vwor_ds. = Vectorizer
perform character normalization, '
create a matrix of tokens counts |,

P

LOGISTIC REGRESSION

Process 3: Regression \|
! Logistic
Classifier training and testing '———— Regression
Get parameters (047

Figure 4. General scheme of the logistic regression approach.

The process of training a BAT-based model is shown in Figure 5. Embeddings are
formed using the input layer of the neural network based on a list of dictionary numbers
of text tokens. The model was trained and tested. The number of epochs was selected
experimentally (epoch = 2). As a result, the error on the training and test dataset had the
following values: train_loss: 0.5425, val_loss: 0.5644. The softmax function of the torch
library was used to obtain the predicted probability of a sample belonging to one of the six
groups of diseases according to the ICD.
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Figure 5. General scheme of the BERT-based approach.

The results of comparing the proposed approaches to predicting groups of diseases
using precision, F1-score, and Matthews correlation coefficient (MCC) metrics are presented
in Table 1.

The logistic regression approach showed the best results for all metrics. At the same
time, the BERT-based approach functioned a little worse, which may indicate the need to
retrain the model on specialized medical texts.

Table 1. An example of a table.

Algorithm Precision F1-Score MCC
Logistic Regression 0.8187 0.8161 0.7551
BERT 0.8095 0.8088 0.7450

6. Implementation of a Medical Decision Support System Prototype

A demo version of the logistic regression model is available for general use at http:
/ /osudeepai.com/services/disease-ml (accessed on 4 June 2022), implemented using the
django framework. The characteristics of the software provided by the provider are as
follows: Intel(R) Xeon(R) Gold 6240R processor, 2.40 GHz CPU and 128 GB RAM.

Examples of the probability distribution of Al model classes for the complaints of
patients with coronary heart disease are shown in Figure 6. According to the therapist’s
comments, the spread of probability classes occurred due to the fact that the listed com-
plaints in some cases may relate to several groups of diseases, and in practice the doctor
makes the final decision based on personal experience and, possibly, the results of addi-
tional examinations.
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Figure 6. An example of the demo of the DSS based on logistic regression.

7. Conclusions

As a result of this study, a predictive model for the diagnosis of disease groups based
on a logistic regression model was developed, which in the experiments showed a value
of 0.81 for F1-score and 0.75 for MCC. To train the model, depersonalized regional MIS
data obtained by extracting and preprocessing the patients’” EMC were used. In addition,
an approach to extracting features from the unstructured textual information of patient
admission protocols and the formation of an appropriate vector representation of data was
additionally implemented. The presented model of disease group prediction can be used
for preliminary assessment of a patient’s health status and also integrated into existing
medical decision support systems. In the future, it is planned to implement a separate
Al model for the DSS, which will check the data entered by the user for its relevance in
relation to the service used. In addition, one of the areas of further research includes
expanding the data set with examples of protocols with other groups of diseases, to scale
the results obtained.
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