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Abstract: In the process of controlling an unmanned vehicle, it is practically important that under
conditions of rapidly changing dynamic constraints, control laws be developed that would be optimal
with respect to a given quality functional or a multicriteria functional. When static and dynamic
constraints do not allow the optimal movement to be chosen to a given quality functional, the authors
consider the transition to another quality functional using the predictive integral path model and the
method of active simultaneous localization and mapping. In this case, the strategy for choosing the
state space is more efficient than the strategy for choosing the control space. The practical question
is how to achieve this. The paper presents a method and experiments using an unmanned vehicle
platform at a test site in the form of a complex environment, showing the feasibility of the method.

Keywords: method of active simultaneous localization and mapping; model predictive path integral;
mobile robot; nonlinear problem; optimal trajectory; optimal control

1. Introduction

Currently, much attention is being paid to solving the problems of controlling mobile
robots. When they are controlled, the requirements for autonomy, the accuracy of deter-
mining the state, and the ability to determine and overcome static and dynamic constraints
increase. In this regard, the problems of studying the trajectories of a mobile robot and
calculating control are very relevant. The automation of mobile robots is the subject of many
studies. However, despite fundamental and applied research, the problems of managing
them have not been fully resolved. The main problem is the accuracy of determining its
local state, and the calculation of the optimal trajectory in complex environments with
static and dynamic constraints requires assessing the entire space of possible states and
finding the best solution.

We investigated the analysis of the external environment and the robot’s localization
in it using the method of simultaneous localization and mapping (SLAM). The efficiency
and reliability of optimization in problems was developed in [1–4]. All these approaches
formulate SLAM as a maximum a posteriori estimation problem, and often use factor
graphs [5] to establish the interdependence between variables.

The simultaneous assessment of the state of a robot equipped with onboard sensors
and the construction of a model (map) of the environment has been developing for the
last 35 years [6]. The map represents the position of landmarks and obstacles, including
dynamic ones, with a description of the environment in which the robot operates.

Therefore, the improvement of SLAM methods is still relevant. In this article, we
present a new method of active SLAM based on MPPI [7] (ASLAM-MPPI), which can
calculate quasi-optimal control to achieve a terminal state, taking into account the bypass
of dynamic constraints in real time based on the forecast period.
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The article deals with the problem of optimizing the control of a mobile robot in real
time based on the SLAM method.

One of the main causes of algorithm failures is data aggregation. For example, in
feature-based visual SLAM, each visual function is associated with a specific breakpoint.
Perceptual smoothing is a phenomenon in which different sensory inputs result in the same
sensor signature. This makes this task very difficult. In the presence of a data perception
alias, the association establishes erroneous matches of the measurement states, which, in
turn, leads to incorrect estimates. Standard approaches to solving the problem are based
on optical flow or descriptor matching [8] and provide reliable tracking. At a high frame
rate, the angle of view of the sensor (laser, camera) does not change significantly, so the
appearance and all features at time t + 1 remain close to those observed at time t. The
other method is long-term data association in an interface, which includes loop closure,
discovery, and validation.

We propose a solution to this problem using the ASLAM-MPPI algorithm. We present
the first predictive control method with active SLAM for mobile robots that combines
control and planning in relation to action goals and perception.

The model prediction method (MPC) has long been used in robotic systems. A more
flexible method of MPC—prediction of the integral path model (model predictive path
integral—MPPI)—a sample-based algorithm that can be optimized according to general
cost criteria, convex and nonconvex, was first implemented in [9].

We have extended this method by integrating it with active SLAM so that it is applica-
ble to a larger class of stochastic robotic systems with dynamic constraints. Active SLAM
includes integration with object recognition. At the same time, the structure optimizes
the perception goals for reliable sensing of key points for closing the loop by sampling
the trajectory for maximum testing of points of interest. Loop closure is one of the most
important contributions of SLAM [10]. Reliable loop closure allows one to change the card
globally. When the cycle is closed, the constructed map and the calculated trajectory of the
robot are more accurate.

The keyframe must satisfy a certain test, which usually contains three movements,
three rotations, and one scaling parameter. When the candidate has enough checks, we are
sure that the loop is found.

Given both the goals of perception and actions for motion planning, the choice of a
trajectory is difficult due to possible conflicts arising from their respective requirements.
Our predictive model, taking into account the recognition of significant landmarks for the
perception goal, will require choosing such a movement to make the landmark as noticeable
as possible for testing key frames. To carry this out, a condition for switching to the goals
of perception is introduced into the cost function.

2. Active SLAM method based on MPPI

The problem of controlling the robot’s movement in order to minimize the uncertainty
of its display on the map and localization is usually called active SLAM. This definition
comes from the well-known active perception [8]. Theoretical management approaches for
active SLAM include the use of a predictive management model [9,11].

In our work, we developed a method based on MPPI [12–14] and active SLAM.
The ASLAM-MPPI algorithm allows for real-time processing of the complex nonlinear

dynamics of an unmanned vehicle and the environment. However, like most classical
algorithms, it suffers from instability when simulating dynamics that are different from the
true dynamics of a car. One way to solve this problem is to define the parameters of the
object model and take into account the costs of understanding the scene using SLAM in
real time.

The ASLAM-MPPI algorithm consists of the following steps:

• Initialization (localization using the SLAM method) of the state vector x0;
• Control calculation.
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To implement the second step c, we consider a sequence of controls Vm, where m is a
realization of a random trajectory from previous iterations, consisting of (thousands) trajectories.

Control costs are collected for each trajectory and mapped to its weights

Ω(Vm) = e(−
1
λ (S(Vm)−∑T−1

t=0 (vt)
TΣ−1vt−ρ)),

where ρ sets the minimum value of the cost among all the selected trajectories intended
to exclude the algorithm; S(Vm) = q1(xm

T ) + ∑T−1
t=0 q2(xm

t ) is part of the cost, depending on
the state.

The quasi-optimal control at each time step is calculated as

U(T, K) = U(t, K− 1) +
∑T−1

t=1 [Ω(Vm)ξm]

∑m
T=1 Ω(Vm)

,

where ξm ∼ N(0, Σ) is Gaussian noise with zero mean.
Figure 1 shows the discrepancies between the state of the unmanned vehicle in the

model and the state obtained using SLAM at the Gaussian noise level, with the same control
without feedback. In Figure 1, the red line shows the trajectory described by the robot in
the real state without feedback. The blue line indicates the trajectory described by the robot
according to the model after identification. The green line indicates the trajectory obtained
during the second run on the model.

Figure 1. Discrepancies in the state of the unmanned vehicle in the model with the state obtained
using SLAM at the Gaussian noise level, with the same control without feedback.

In global planning, it is desirable that significant landmarks (obtaining unambiguous
functions by the robot) appear in the area of the navigation trajectory, but are not an obstacle.
At the same time, the global trajectory can be optimal in the sense of fault safety.

Optimal trajectory planning for autonomous robots has long been studied. Rosenblatt [15]
developed a jet navigation system to enable multiple targets. Each goal is considered a
behavior, and their task is to weigh a set of discrete motion controls based on its expected
utility. The benefits from each behavior are also weighted by the central arbiter depending
on the current mission of the system.

To be able to control the robot in real time, we need to update the map quickly
enough [16]. This is very important for robots with fast dynamics, such as Figure 2 (the
picture on the left) unmanned vehicle. To meet these requirements, you need to use
accelerations, for example, using the CUDA GPU.
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Figure 2. Landmarks in the form of yellow markings, red cones, and radio frequency markers.

Our simple solution to refine and adjust the position and orientation of the mobile
robot is to use a marker when initializing the unmanned vehicle and close loop. The
disadvantage of the visual–inertial SLAM is its sensitivity to vibrations and in constantly
changing light conditions. Between adjustments using radio frequency markers, the posi-
tion and orientation of the mobile robot is correlated with the dynamic model of the mobile
robot, and if the threshold is exceeded, the system uses the position and orientation of the
model until it converges with the SLAM.

For dynamic obstacles in previous works [17], we used a trajectory generator and
precalculated trajectories, which were selected by the cost function. The ASLAM-MPPI
algorithm allows us to generate thousands of trajectories in real time and choose the one
that takes into account the dynamic constraint (Figure 3). In Figure 3, we can see red, blue,
and yellow fields; this is cost map. The light blue line is a trajectory of the ASLAM-MPPI
method, visualized on RVIZ. The optimal trajectory has a violet color.

Figure 3. The set of obtained trajectories, where the arrow indicates the direction of the
optimal trajectory.

As a result, the ASLAM-MPPI algorithm works as follows:
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1. Using ASLAM algorithms, we obtain the local state of the unmanned vehicle (UV)
and the employment map, taking into account dynamic obstacles;

2. The A-star [18] algorithm calculates the global trajectory. Active SLAM includes termi-
nal states in the circle of significant landmarks, for example, radio frequency markers;

3. The ASLAM-MPI algorithm models predict, from the initial state, thousands of trajec-
tories, taking into account the UV dynamics in the direction of the global trajectory.
The prediction window depends on the calculated speed of dynamic obstacles;

4. Using the cost function, the optimal trajectory is calculated according to a given criterion;
5. The control corresponding to the optimal trajectory is applied;
6. Then, the algorithm is repeated;
7. If the UV localization exceeds the threshold of discrepancy with the forecast of the

local state of the ASLAM-MPI algorithm, the localization system is corrected.

3. An example of using the method

Consider the movement of a robot with an Ackermann geometry chassis [19]:
ẋ = u1 cos θ,
ẏ = u1 sin θ,
θ̇ = u1

L tan u2,

where x, y are the coordinates of the center of the rear axis of the mobile robot; u1 is its
linear speed; θ is an angle of rotation around the axis x; u2 is the rotation angle (positive
counterclockwise); L is the distance between the front and rear axles of the wheels of the
mobile robot.

The technology described above was tested in the robotics center of the Russian
Academy of Sciences, where a polygon simulating an industrial facility with complex
structures, ramps in the form of a steep hill, a bridge, and other restrictions is deployed. In
Figure 4, we can see the part of the track with the form of bridge and a mobile robot with
an Ackermann geometry chassis, which we use in our experiments.

Figure 4. The track.

Static phase restrictions are given:

ϕ(x, y) = r2 − (x∗i − x)2 − (y∗i − y)2 ≤ 0, (1)

where r is the obstacle dimensions; x∗i , y∗i are the coordinates of the center of the obstacle.
If f (x) < 0, where f (x) is the condition for recognizing labels in the algorithm, then

the algorithm switches to another cost function, such as

G(Zk) = F(Zk) + (1− ϑ( f (x)))y,

where

• F(Zk) is from [17];
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• y = sin(x + ∆x, y + ∆y), where (x, y) stands for current coordinates and (∆x, ∆y) is
distance to the recognized label;

• ϑ is a Heaviside function:

ϑ(a) =
{

0, a < 0,
1, a ≥ 0.

The dynamics model of the robot shown in Figure 2 (the picture on the left) was im-
plemented on a neural network model structure having the following mathematical form:

gi(ϕ(k, q), q) = ŷi(k|q) = ŷi(k|w, W) = = Fi

(
nh

∑
j=1

Wij f j

( nϕ

∑
l=1

wjl ϕl + wj0,

)
+ Wi0

)

where q represents the configurable parameters of the neural network, including weight
coefficients and offsets (wjl , Wij); Fi(x) = ax is the activation function of neurons in the
output layer a = const; nh is the number of neurons in the hidden layer; fi(x) = tanh(x) is
the activation function of neurons of the hidden layer; nϕ is the number of inputs.

Our neural network for the ASLAM-MPPI method includes two hidden layers with
two nonlinearities, which means that the overall network configuration is 6-32-32-4. It
takes as input four state variables (roll, longitudinal speed, transverse speed, course), as
well as controlled steering and speed control, and they output the time derivative of the
state variables. This network was trained on real data collected from the real polygon
(Figure 4) in manual UV control mode. Stochastic gradient descent with ADAM was used
for training.

As an embedded computing platform, NVIDIA Jetson TX2 was used with 256 CUDA
cores and a four-core ARM Cortex-A57 processor, which made it possible to parallelize the
computer network.

Experiments were conducted with ROS (melodic version) on a Linux computer with an
Intel Core i7 processor, on which the MPPI algorithm was deployed. The control commands
were transmitted via WiFi to the unmanned vehicle shown in Figure 2.

Closed trajectories were defined in the form of generated points in space, located on
the dotted central track marking.

The absolute trajectory error (ATE) measurement showed the same error on the slide
and on the horizontal plane, and was, on average, 0.99 percent of the length of the path
traveled. The length of the path passing along the slide was 23.3 m. A deviation error of
more than 0.03 m leads to accidents on the turns of the slide. Thus, the quality criterion of
SLAM and control is the number of tracks passing through the slide.

In complex conditions, when spatial constraints severely constrict the space of accept-
able movements, the strategy of selecting the state space for optimization is more efficient
than sampling in the control space.

Thus, the quality criterion of the ASLAM-MPI algorithm is the number of tracks
passing through the slide.

The experiment showed that the optimal passage of the slide firstly passes through
the specified states, the exact definitions of which depend on the localization system of
the robot.

We used the Intel Realsense T265, a standalone 6-degree-of-freedom tracking sensor
that runs a visually-inertial SLAM algorithm that accurately evaluates movement with
6 degrees of freedom and obtains the positions and orientation of the tracking camera
at 200 Hz, which is 10 times quicker than localization with the best-known ORB-SLAM2
algorithm [20].

Active SLAM shows an average of seven laps on a track with a slide without failures,
which also depend on the control settings. A SLAM based on the Intel Realsense T265
tracking camera allows you to make only one lap, and on the second one, there is a failure
due to an accumulated error, where the accumulation of errors leads to the inability to
overcome turns on the slide. The slope of the slide is 45 degrees, and represents a serious
limitation for the mobile robot. Figure 5 shows a track without a slide, because a SLAM
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method based on an Intel Realsense T265 security camera allows one to make 2–4 laps
(depends on speed), after which a failure occurs due to an accumulated error.

Figure 5. An accumulated error on a track without a slide.

In Figure 6, we can see the polygon and its employment map.

Figure 6. Polygon employment map.

We see a further development of the method in accelerating the study of the robot’s
map (like in Figure 6) with the help of autoencoders. We are also continuing to work on
the automatic configuration of the cost function F(ZK) [17]. It has also been supposed to
conduct experiments and compare the proposed method with previously known ones.

4. Conclusions

The result of the presented work is a new method for controlling an unmanned vehicle
based on the choice of control in the state space that satisfies a given quality functional and
is resistant to uncertain restrictions and interferences arising in a wide class for the SLAM
method. The use of active SLAM allows, firstly, for a more reliable data association in the
interface, including loop closures, which is important for correcting the orientation and
posture of an unmanned vehicle, as well as detecting key points for odometry. Secondly,
the method allows for controls to be developed based on navigation in unknown spaces. In
addition, the method allows for the use of a variety of sensors for difficult conditions. At
the same time, the method can use known cartographic information.

Classical control schemes are unable to predict costs and the corresponding trajectories
(for example, PID controllers, LQR, iLQR). In addition, the formulation of the aggregate
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perception and action, as an optimization problem, has advantages in the reliability of the
control system.

Our approach can be compared with the method [21] based on a predictive control
model (MPC) with deep convolutional neural networks (CNN) for real-time scene un-
derstanding. A fully convolutional network is able to study the complex out-of-plane
transformation required to project the observed image pixels onto the ground plane and
predict the map of controlled objects in the area in front of the car. The solution is to train
a deep neural network to convert visual inputs from a single monocular camera into a
cost functions in a local coordinate system oriented to the robot is excellent. This cost map
can then be directly introduced into the predictive model control algorithm. However,
the disadvantage of the method may be nonvisited areas, where the training sample may
not have enough reliable cost maps. The predictive controller (MPC) model uses only
the information that it can see at the output of the neural network, and plans in advance
for 1.5 s to issue a control signal. This 1.5-second time horizon leads to extremely timid
behavior, because the available forward view has a short distance.

The practical result is the implementation of the method on a transport platform (see
Figure 6) and the solution of the problem of following a global trajectory along a complex
trajectory, including steep ascents and descents with spatial constraints that significantly
narrow the choice of trajectory.

MPPI with deep convolutional neural networks cannot recognize ascents and descents
from the slide without additional information. Thus, the cost map created by this method
cannot be directly introduced into the predictive model control algorithm. Classical control
schemes (for example, PID, LQR, and iLQR) can reliably track the global trajectory, but are
not stable in cases of failures in the localization system.

As a result of conducted field experiments on a real UV, the ASLAM-MPPI method
shows significant performance (algorithm speed, fault tolerance) compared to, for example,
the ROS navigation stack [22].
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