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Abstract: Music has different styles, and they are categorized into genres by musicologists. Nonethe-
less, non-musicologists categorize music differently, such as by finding similarities and patterns in
instruments, harmony, and the style of the music. For instance, in addition to popular music genre
categorization, such as classic, pop, and modern folkloric, Kurdish music is categorized by Kurdish
music lovers according to the type of dance that could go with a particular piece of music. Due to
technological advancements, technologies such as artificial intelligence (AI) can help in music genre
recognition. Using AI to recognize music genres has been a growing field lately. Computational
musicology uses AI in various sectors of studying music. However, the literature shows no evidence
of addressing any computational musicology research focusing on Kurdish music. In particular, we
have not been able to find any work that indicates the usage of AI in the classification of Kurdish
music genres. In this research, we compiled a dataset that comprises 880 samples of 8 Kurdish music
genres. We used two machine learning models in our experiments: a convolutional neural network
(CNN) and a deep neural network (DNN). According to the evaluations, the CNN model achieved
92% accuracy, while the DNN achieved 90% accuracy. Therefore, we developed an application that
uses the CNN model to identify Kurdish music genres by uploading or listening to Kurdish music.

Keywords: music information retrieval; music recognition; music genre classification; artificial
intelligence

1. Introduction

The classification of music into genres is based on similarities in style, melody, and
culture. Genre is a conceptual classification technique for music and other creative forms [1].
According to Norowi et al. (2005) [2], the purpose of computerized music genre categoriza-
tion or music genre recognition (MGR) is to structure and organize a vast music collection.
MGR is used in a variety of applications such as Tidal, Spotify, and Apple Music, especially
for music information retrieval (MIR) [3] and recommendation systems [4].

Musicologists divide works of music into distinct genres based on their lyrics and
melodies alone in the absence of automated methods. Nonetheless, as the number of music
genres and the amount of music itself has grown, so has the need for automated music
categorization [5]. The use of sophisticated machine learning approaches, such as neural
networks, for the creation of more efficient and accurate music genre categorization has
therefore received more interest in the field of computer science.

In this study, we use and assess the accuracy of deep neural network (DNN) and
convolutional neural network (CNN) techniques for automatically categorizing Kurdish
music into its various genres. We also develop an application that uses one of the machine
learning models to identify Kurdish music genres. The remainder of the paper is structured
as follows. Section 2 examines similar works. Section 3 outlines the data collection, training,
and assessment methods. The results of the experiments are presented and discussed in
Section 4. Finally, Section 5 brings the paper to a close.
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2. Related Work

For music categorization, Ghosal and Kolekar (2018) [6] examined two distinct machine
learning models: the CNN and long short-term memory (LSTM). They examined the
performance of the models across a variety of feature types, including the Mel spectrogram,
Mel coefficients, and Tonnetz features.

Feng (2014) [7] identified from two to four music genres using a deep belief network
(DB), an unsupervised machine learning algorithm. To train the network, they used the
GTZAN dataset, which included 1000 pieces of music from 10 distinct genres. They
produced 15 samples per song by extracting the Mel frequency cepstral coefficient (MFCC)
and constructed a dataset of 15000 samples to train and test the model (60% for training
and 40% for testing). There were five layers in their DBF model. A restricted Boltzmann
machine (RBM) was used for the iterative training of the connected layers. The model was
98.15% accurate for two genres, 69.16% for three, and 51.8% for four.

Silla et al. (2008) [8] implemented an ensemble learning approach for MGR based on
spatial and temporal decomposition and analyzed the outcomes of distinct segments. They
split each piece of music into three sections: the beginning, middle, and end. Ensemble
learning combines various categorization methods to enhance accuracy. Decision tree, k-
nearest neighbor (KNN), naive Bayes, multi-layer perceptron neural network, and support
vector machine (SVM) techniques were the learning methods used in the stated experiment.
According to the findings, the song’s middle section performed better than the other two.

Tzanetakis and Cook (2002) used the KNN algorithm and the Gaussian mixture model
for MGR. In their model, they included three audio characteristics: pitch, rhythm, and
timbral texture [9].

In their MGR studies, Scheirer and Slaney (1997) [10] created a multidimensional
classifier based on numerous models, including the maximum a posteriori (MAP) method,
Gaussian mixture model (GMM), and KNN, and added 13 distinct musical characteristics.
They trained the classifier using segment-by-segment audio data to reach an error rate
of 5.8%. However, by increasing the length of the segments, the error rate was reduced
to 1.4%.

In summary, the literature demonstrates the use of several machine learning ap-
proaches in MGR. In addition, it illustrates the diversity of data segmentation and dataset
preparation techniques. We did not find any Kurdish MGR studies during our research,
despite the rising interest in MGR.

3. Methodology
3.1. Data Collection

To investigate and comprehend the many Kurdish music genres, we sought out fine
art professors, students, and artists. We gathered music from a variety of online and offline
sources, including YouTube, SoundCloud, and music CDs, due to the absence of a ready-
made dataset. We categorized the gathered music into several categories. Ahmadi et al.
(2020) [11] cited Kurdish musical styles such as Bend, Gorani Meqam, and Hayran.

3.2. Feature Extraction

We utilized Librosa version (0.8.1), a popular Python package for audio and music
analysis, to extract features for MRI applications. We categorized Kurdish music based
on the MFCC (https://musicinformationretrieval.com/mfcc.html (accessed on 28 January
2021)) characteristics [12]. MFCC is a collection of characteristics used to describe the timbre
of music. Librosa is used to divide 30-second audio files into 1200 segments. Lengthier
segments perform better in audio classification, and hence the number of segments retrieved
from music may vary [10].

https://musicinformationretrieval.com/mfcc.html
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3.3. Data Preparation

Initialization involves randomizing the dataset and dividing it into training, validation,
and testing datasets, which receive 70%, 10%, and 20% of the original dataset, respectively.
The splitting ratio may vary based on the dataset size and findings.

3.4. Architecture of the Models

Using the TensorFlow library (https://www.tensorflow.org/ (accessed on 26 June
2021)) and the Keras (https://keras.io/ (accessed on 26 June 2021)) API, we implemented
two architectures. The architectures were based on suggestions from Velardo (2021) [13].
During the evaluations, we may alter the model’s architecture and number of epochs to
increase its performance.

In Figure 1, we see a deep neural network (DNN) with four layers as the initial model.
We flattened the data with the shape (1, 13) for the input layer and then fed them into
the first 512 unit layer. The rectified linear (ReLu) function was used as the activation
function. The activation function of the first layer was also used by the second layer, which
comprised 256 units. To avoid model overfitting, we included a dropout layer with a rate
of 0.3 between the second and third layers. The third layer had 64 units and used a similar
activation function to the first two layers. The output layer classified the data using softmax
activation.

Figure 1. Deep neural network architecture with modifications.

Figure 2 depicts the CNN model, which had five layers. The first layer was a two-
dimensional (2D) convolutional layer with 32 filters and a kernel size of (3, 3). Its activation
function was ReLu. The 2D max pooling layer had strides of (2, 2) and a pool size of (3,
3). We used a batch normalization layer to standardize the data inputs. The second layer
had the same convolutional, max pooling, and batch normalization layers as the first. The
third layer was a 2D convolutional layer with 32 filters and a (2, 2) kernel size, where ReLu
was the activation function. Following the 2D convolutional layer was a 2D max pooling
layer with a pool size of (2, 2). The max pooling layer’s output was passed into a batch
normalization layer. The fourth layer flattened the previous layer’s output and sent it
to a dense layer. The 64 unit dense layer had a ReLu activation function. The last layer
predicted the genre using softmax.

Figure 2. Convolutional neural network architecture with modifications.

3.5. Evaluation and Testing

Accuracy (https://www.tensorflow.org/api_docs/python/tf/keras/metrics/Accuracy
(accessed on 1 July 2021)), a TensorFlow metric, was used to assess the accuracy of the
models. The metric is shown in Equation (1).

accuracy = f requency/totalsamples (1)

3.6. Software Application

We created an application using the Python programming language library PySim-
pleGUI (https://www.pysimplegui.org/ (accessed on 12 August 2021)). The application

https://www.tensorflow.org/
https://keras.io/
https://www.tensorflow.org/api_docs/python/tf/keras/metrics/Accuracy
https://www.pysimplegui.org/
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used one of the proposed machine learning models. The application should listen to music
or let the user choose from their device to predict Kurdish music.

4. Experiments and Results
4.1. Data Collection

We gathered 208 pieces of music across 8 genres. Following the recommendation Silla
et al. (2008) [8], we picked samples from the middle of the music to preserve its general tone.
Because of the minimal amount of samples that we had for one of the genres, Halparke
Se-pey, which had 110 samples, we randomly chose 110 samples from all the other genres
too.

4.2. Experiments

Throughout our experiments, adjustments were made to the models in order to
enhance them. Tables 1 and 2 display these alterations in addition to the characteristics
used for training and assessing the models in each experiment.

Table 1. The DNN model’s experimental outcomes.

No. Input Shape Total Samples Randomization Algorithm Epochs Accuracy Loss

1 (2, 13) 1,056,000 Random Split 30 74% 72%
2 (2, 13) 200,000 Random Split 30 67% 90%
3 (2, 13) 1,056,000 K-Fold Cross-Validation 30 74% 71%
4 (2, 13) 1,056,000 K-Fold Cross-Validation 100 75% 69%
5 (44, 13) 26,400 K-Fold Cross-Validation 30 90% 39%
6 (44, 13) 26,400 K-Fold Cross-Validation 30 90% 32%

Table 2. The CNN model’s experimental outcomes.

No. Input Shape Total Samples Randomization Algorithm Epochs Accuracy Loss

1 (2, 13, 1) 1,056,000 Random Split 30 67% 88%
2 (2, 13, 1) 200,000 Random Split 30 64% 98%
3 (2, 13, 1) 1,056,000 K-Fold Cross-Validation 30 67% 88%
4 (2, 13, 1) 1,056,000 K-Fold Cross-Validation 100 69% 85%
5 (44, 13, 1) 26,400 K-Fold Cross-Validation 30 92% 23%
6 (44, 13, 1) 26,400 K-Fold Cross-Validation 30 92% 25%

4.3. Discussion

The initial experiment for both models performed poorly on the test dataset, and the
loss was over 70%. In a second experiment, we trained and evaluated the models using a
smaller dataset, but the accuracy dropped.

In the third trial, we replaced the randomization technique with the cross-validation
algorithm. The final distributed group (Fold) served as the dataset for the remaining trials.

We raised the number of epochs for both the DNN and CNN models to 100 for the
fourth experiment [14]. Although the DNN model’s validation accuracy was lower than
the training accuracy, it did not do well in recognizing genres. In contrast, the CNN model
yielded comparable results to the prior experiment.

The classifier showed a lower rate of error while dealing with lengthier samples, such
as samples with a duration of 2.4 s [10]. In the fifth trial, we increased the amount of
samples from each 30 s track to 30. The fifth trial had a good outcome, with the DNN
achieving 90% accuracy and the CNN achieving 92% accuracy.

Looking back on the trials, the sixth experiment produced the best outcome for the
DNN model. We attained 90% accuracy with a 32% error rate. In addition, the CNN
model performed best in the fifth experiment, since its error rate was lower than that of the
sixth experiment, indicating that it made less mistakes on the testing dataset. The model’s
accuracy was 92% with a loss of 23%.
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4.4. Software Application

Figure 3 illustrates the application we developed to recognize Kurdish music genres.
The application has a button that says “Start Listening” to start recording music and a
button that says “Stop” to stop recording. Users will be able to record music in this manner,
and then the program will predict the genre of the music. Users may also pick music from
their device by pressing the “File Browse” button. The program will then allow the user
to select music from his or her device, and when “Predict Selected Music” is pressed, it
will predict the genre. When the program predicts the genre, a bar chart displaying the
similarity of the music among genres will be shown.

Figure 3. Kurdish music genre recognizer application.

5. Conclusions

As music becomes more widely accessible in big collections, more emphasis is placed
on identifying its genres. Consequently, music genre recognition (MGR) has evolved into a
topic of research. Researchers have sought to use AI and machine learning to categorize
musical genres. However, these methods and approaches have not been used up to this
point for Kurdish music genres. We used machine learning techniques in this research to
detect Kurdish music genres using two artificial neural network approaches: the DNN
and CNN. We gathered and organized 880 pieces of music from 8 distinct Kurdish music
genres. Each genre consisted of 110 pieces of music, each lasting 30 s. We created and
assessed the models. The CNN model received an accuracy score of 92% and showed better
performance than the DNN model, which had a score of 90% accuracy.

The Kurdish MGR is new, and therefore it is open to a wide range of studies. Some of
the topics may be of immediate relevance, such as training the models on higher-quality
music or working on improving the models to perform better on low-quality or poor-
quality music as well because of the existence of a substantial amount of it in Kurdish
music. Separating the songs from the music for each genre could be another area of focus
that could improve genre detection. In addition, it is possible to examine training the
models using longer samples, and this could improve the accuracy of the models. Last
but not least, the categorized dataset utilized in this study may be used to develop a
recommender system for Kurdish music genres.
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