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Abstract: Recent times have seen a significant rise in interest from mobile operators, vendors, and
research projects toward achieving more energy-efficient and sustainable networks. Not surprisingly,
it comes at a time when higher traffic demand and more stringent and diverse network requirements
result in diminishing benefits for operators using complex AI-driven network optimization solutions.
In this paper, we propose the idea of tower companies that facilitate radio access network (RAN)
infrastructure sharing between operators and evaluate the additional energy savings obtained in
this process. In particular, we focus on the RAN-as-a-Service (RANaaS) implementation, wherein
each operator leases and controls an independent logical RAN instance running on the shared
infrastructure. We show how an AI system can assist operators in optimizing their share of resources
under multiple constraints. This paper aims to provide a vision, a quantitative and qualitative
analysis of the RANaaS paradigm, and its benefits in terms of energy efficiency. Through simulations,
we show the possibility to achieve up to 75 percent energy savings per operator over 24 h compared to
the scenario where none of the energy-saving features are activated. This is an additional 55 percent
energy savings from sharing the RAN infrastructure compared to the baseline scenario where the
operators use independent hardware.

Keywords: Multi-operator RAN sharing; energy efficiency; radio resource management; hierarchical
reinforcement learning; network optimization

1. Introduction

The energy consumption of information and communication technology (ICT) has
triggered a lot of discussions in recent times, and there has been a growing concern to
keep it within sustainable limits. As of 2020, ICT contributed to seven percent of the total
global electricity usage and is expected to increase for several years as data traffic volumes
continue to grow [1]. It is challenging to make accurate predictions due to the various
entities and factors involved, their contribution being unpredictable. For instance, new
trends such as cryptocurrency mining, the relentless speed of data center construction,
blockchain, artificial intelligence, virtual reality, and augmented reality have not been
factored into recent energy consumption studies but could potentially end up as the
highest contributors [1]. To analyze these different trends and contributors, authors in [2]
divided the electricity usage by ICT into four categories: (1) consumer devices; (2) network
infrastructure; (3) data center computation and storage; (4) the production of the above
categories (see Figure 1). Of these categories, our focus is on the network infrastructure—in
particular, the base station’s energy consumption, which accounts for 15 percent of the total
ICT energy consumption [3].

The fifth-generation (5G) mobile networks have been designed to cater to higher traffic
demands, more intelligent terminals, and an ever-growing capacity and service-aware
demand, while consuming the same or less energy. While densifying the network could
address the capacity requirements, it could lead to increased network infrastructure costs
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and energy consumption by up to 2–3 times for operators, as 5G is rolled out alongside
existing technologies. This has a direct impact on operational expenditure (OPEX), which
continues to grow as networks evolve and expand. In line with the European Commission’s
2030 climate and energy framework, there is a pressing need for a higher energy efficiency
of 5G networks to reduce global greenhouse gas (GHG) emissions by 50 percent by 2030.
To this end, mobile operators are beginning to use renewable energy sources that meet
or exceed decarbonization goals, and vendors play their role by developing flexible and
energy-efficient solutions [4].

A typical network experiences large variations in traffic demand in a day. As shown
in [5], the demand during peak hours could be around 8–10 times higher as compared to
the off-peak hours. Moreover, since networks are designed to cater to the peak demands,
large variations could lead to the under-utilization of base station resources and a higher
energy consumption during the off-peak hours. To mitigate this problem, one can turn off
the base station’s hardware components depending on their activation–deactivation and
idle time—a technique known as advanced sleep modes (ASMs). This has been looked
into in [6–10]. The selection of the most suitable sleep mode that fulfills both the quality of
service and energy-saving requirements is a complex task, as it depends on their activation–
deactivation time, the network conditions, and the variation in the energy consumption of
a base station with the radio resource used. To this end, reinforcement learning (RL) has
proven to be a useful assistance tool for radio resource management.

Figure 1. Share of ICT energy consumption by different categories.

While these solutions improve the network energy efficiency and reduce the OPEX for
the operators, there is still room for savings in their capital expenditure (CAPEX). This is
where tower companies (or TowerCos) can play a crucial role.

1.1. Tower Companies

TowerCos are independent companies that own the passive infrastructure, such as
towers, cooling, and power, and provide space at the sites on lease to the mobile network
operators (MNO). They provide the RAN infrastructure which is shared by multiple MNOs,
thereby reducing the operator’s CAPEX and OPEX without compromising on the coverage
they could provide. It is a growing trend internationally, specifically in the European
wireless network industry.

The independent TowerCos in Europe have expanded significantly in the last few years.
For example, Cellnex, a Spanish TowerCo originally providing broadcasting equipment
to television towers, has now expanded into wireless networks by acquiring sites from
operators in various European countries. Moreover, operators create separate TowerCos
where they usually are the majority shareholder, for example, Vantage from Vodafone.
Another emerging trend is to share the sites and the infrastructure between operators,
especially in less profitable areas, such as rural or suburban areas.
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1.1.1. RAN-Sharing Types and Operator Differentiation

One way of classifying RAN sharing could be as active and passive. Under passive
sharing, operators share the costs associated with deploying the physical infrastructure,
such as the costs of masts, towers, and the space to deploy this infrastructure. It results in
fewer sites relative to multiple standalone networks. On the other hand, active sharing
involves sharing the electronic equipment such as transmitters and receivers. Enabling
active sharing can improve energy savings as the active components contribute to around
60 percent of a site’s energy consumption (see Figure 2). Beyond reducing the OPEX and
CAPEX, it would enable an operator to focus on its core business and further specialize in
service provisioning to end users.

Figure 2. Site energy consumption composition.

While both active and passive sharing have clear benefits in terms of CAPEX and
OPEX for the network operators, an assessment of the likely effects on competition is often
necessary as competition authorities often raise concerns about the extent to which such
sharing could impair an operator’s ability to differentiate its network quality and services.
Of the two, passive sharing has a limited impact on competition as only the physical
location of each site is shared [11] while the active sharing of the infrastructure leads to
operator differentiation issues due to the deeper level of network sharing involving active
equipment used for transmitting, receiving, and processing signals. This link between
physical equipment and service differentiation makes it difficult for operators to actively
participate in a RAN-sharing arrangement.

For a successful implementation of such a system, operators need (i) to be able to
differentiate their RAN from competitors’ RANs as much as possible, (ii) lower the cost
associated with sharing resources, and (iii) be as independent as possible from the other
MNOs using the same shared infrastructure. It calls for an underlying architecture that pro-
vides orchestration services across different RAN instances belonging to various operators.
We call this system ClusterRAN—a system capable of providing control of RAN instances
so that operators can maintain independent operations wherever possible while leveraging
cost savings from shared resources.

1.1.2. ClusterRAN

The ClusterRAN system provides orchestration services for the cluster instances,
e.g., public RAN clusters and (or) nonpublic network clusters. It consists of the Cluster-
RAN controller and ClusterRAN infrastructure. The ClusterRAN controller manages the
infrastructure and handles the life-cycle management of the cluster instances. The Cluster-
RAN infrastructure consists of the equipment providing computing, connectivity, and radio
infrastructure resources needed to host RAN clusters. Each cluster instance consists of one
cluster intelligent controller controlling one or more RAN network functions that provide
the services of the cluster. A high-level view of the system is presented in Figures 3 and 4.
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Figure 3. ClusterRAN system model.

Figure 4. RAN as a service in ClusterRAN.

1.1.3. RAN-Sharing Types

Another way to classify RAN sharing is as a RAN as a service (RANaaS) and RAN
services. Provisioning a RANaaS is about providing the necessary capabilities of a RAN
to an operator, where it exposes the same interfaces to the surrounding environment for
control and data plane. An additional interface for monitoring the capability performance
is exposed to the tenant without disclosing the actual provisioning of the services as seen in
Figure 4. Furthermore, each local area RAN, provided as a service, is logically independent,
with separate network functions and interfaces. This service exposes a management plane
interface that allows the operator to control and manage the logical nodes and links that
are created by TowerCos. Thus, each RAN has its own gNBs, base stations, and interfaces
that form a separate network from other tenants’ RANs. From an operator’s perspective,
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the RAN provided as a service looks similar to one that would have been built originally by
the operator. An alternative would be to provide the RAN as tenant-specific hardware and
software; however, for resource efficiency reasons, a pooling of resources between tenants
would be preferred, with reduced CAPEX for TowerCos.

1.1.4. Sharing RAN Resources and Responsibilities

The pooling of resources implies that multiple logical RANs share the same infrastruc-
ture. To meet the operator’s requirements, the hardware and software resources controlled
by TowerCos are pooled and allocated dynamically to the different logical RANs. It is
similar to putting together building blocks to provide a specific capability, functionality,
or feature. It is important for shared platform services such as AI, data access, etc., offered
by TowerCos. In the RANaaS scenario, as seen in Figure 4, the TowerCo is responsible for
the resource infrastructure and service infrastructure layers, the ClusterRAN controller,
and cluster service orchestration along with the cluster function and infrastructure man-
agement. The operator is a tenant of the logical RAN and is responsible for managing the
RAN cluster instance.

In the RANaaS scenario, as seen in RAN A in Figure 5, the operator is responsible for
the assurance of the end-user connectivity services provided by the RANaaS. On the other
hand, the TowerCo manages the creation and the life-cycle management of various cluster
instances. It is different if the operator had ordered a RAN Service (RAN B in Figure 5)
where the TowerCo is responsible for the creation, assurances of the end-user connectivity,
and life-cycle management of all cluster instances and the operator only uses the RAN.

Figure 5. Illustration of the actors in a RANaaS and RAN services.

1.2. Multitenant Energy Management by TowerCo

Traditionally, TowerCos were set up as entities that generated and provided electricity
to their MNO tenants at telecom tower sites. Apart from energy services, other standard
functions such as site security, the monitoring of active equipment, and the upgradation
of passive infrastructure, etc., are provided. For a TowerCo providing these services, en-
ergy generation and provisioning can constitute up to 60 percent of all annual operating
expenses. As a result, they are incentivized to continuously seek long-term opportunities
for energy-efficiency initiatives to reduce costs and improve cost predictability. However,
historically, this has not been the case as most contracts between the TowerCos and MNOs
were structured in a way that provided little or no commercial or business incentives for
TowerCos to prioritize energy cost reductions and energy efficiency. Nowadays, with net-
work operators looking to reduce their carbon footprint, we could expect to see a shift in
this trend as more operators look towards adopting green renewable energy solutions that
would benefit both parties by reducing costs and helping meet sustainability goals.
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Enabling Energy-Saving Features

Energy-saving features are RAN-specific. Some of these features are autonomous once
activated (e.g., symbol power saving), while others are activated on demand and could
be controlled by AI functionalities. Currently, AI is typically used to identify thresholds
suitable for features such as cell sleep, carrier sleep, and RF channel sleep. These thresholds
are then used to activate or deactivate radio resources on a rather slow time scale (a few
times per 24 h). As mentioned earlier, in the RANaaS RAN-sharing scenario, the operators
have control of the activation and deactivation of energy-saving features involving various
radio resources. Tenant differentiation also implies that the energy-saving features should
be independently upgradeable. To reduce the data shared with the TowerCo, the RAN
energy-saving features could be implemented as a part of the logical RAN, i.e., the RAN ser-
vice layer of ClusterRAN (see Figure 4) and not belong to the shared service infrastructure
layer (which the TowerCo is responsible for).

With the RANaaS sharing scenario, the total energy consumption reduction becomes
a joint effort by the MNOs and the TowerCo. The TowerCo is responsible for distributing
the total energy cost that includes active RAN components, cooling, and other energy-
consuming equipment amongst the operators. As the energy-saving differentiation between
operators could be a complex task, the TowerCo actor needs to have certain functionalities
to distribute energy costs among the operators. As the TowerCo controls the activation–
deactivation of the physically shared infrastructure resources, a resource can be deactivated
only when all the sharing MNOs have decided to deactivate it. Overall, one can easily
conclude that the TowerCo RANaaS architecture must support special coordination require-
ments for the energy management of shared hardware units such as remote radio units
(RRUs)/active antenna units (AAUs). Preferably, this support is achieved by separating the
TowerCo’s energy management of the multiple logical RANs and the MNO energy-saving
functionality within each logical RAN, as suggested in Figure 6.

As shown in Figure 6, there is a logically individual AI functionality for each logical
RAN serving different energy-saving features. If the TowerCo’s energy management
requires using AI, then there is a logically separated AI service for the TowerCo. The RAN
services offering the AI functionality of the RAN are still logically individual from other
RANs and that of the TowerCo’s energy management. However, the TowerCo selects the
AI services to use as it controls the logical RAN. The coordination functionality managed
by the TowerCo shall be as independent as possible of the different RANs provided to
the tenants. This functionality is concealed from the operators, has an independent life-
cycle management, and operates in the service infrastructure layer. The coordination
functionality becomes an infrastructure service that the TowerCo provides to the logical
RANs. In Figure 7, we show the addition of the coordination functionality as a service
infrastructure provider’s (SIP) network function (NF) to the original baseline in Figure 4.

The rest of the paper is organized as follows. In Section 2, we look at related works.
In Section 3, we present a description of the problem we look to solve along with our
contributions to this area. The system model that includes the deployment aspects and
energy cost distribution is introduced in Section 4. The AI system implemented to assist
each MNO in managing their independent logical RAN instances is discussed within
Section 5. Finally, details about simulation parameters, assumptions, setup, results, and a
comparison to other works can be found in Section 6. Conclusions along with the proposed
future directions are presented in Section 7.
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Figure 6. Coordination functionality required in a TowerCo RANaaS offering to independent
MNO logical RANs. For a separate RAN, the indicated AI functionalities are offered by vendor-
specific platforms.

Figure 7. TowerCo function for RAN coordination introduction.

2. Related Works

RAN sharing has been studied mainly from two perspectives: (i) resource allocation
and (ii) resource optimization. The former case could be to meet the service level agreement
(SLA) requirements of different operators, while the latter is to improve on the network
KPIs of interest. Ref. [12] was one of the first few works to lay the foundation for the concept
of RANaaS and how cloud technology could be leveraged to achieve a flexible RAN. In [13],
the energy-efficiency aspects of RANaaS are highlighted. In [14], the authors analyzed
the benefits of employing network slicing in the RAN to introduce more flexibility in the
configuration of RAN-sharing architectures. There, specific radio slices were allocated to
an operator based on their SLA constraints.
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Previous works on energy-efficient networks have mainly considered radio resource
adaptation and sleep modes independently. In [15], the authors showed that mMIMO
adaptation could provide energy savings of up to 40 percent compared to a fixed antenna
system under varying traffic loads. In the same work, the authors also presented a base
station power model. In [16], the authors proposed a multistream carrier aggregation
algorithm to maximize the network capacity while considering the aspects of fairness and
network energy efficiency.

Sleep modes reduce the power consumption of a base station by turning off various hard-
ware components during the idle period. The papers [6–10,17,18] focused specifically on sleep-
mode management under varying loads. In [6,8,9], the authors proposed a reinforcement-
learning-based algorithm to manage and determine the appropriate sleep mode depending
on the user requests arrival rate. They obtained significant energy savings at low loads at
the expense of a slight degradation in user throughput and latency. However, that technique
has drawbacks, as the energy cost associated with turning ON/OFF base station components
cannot be overlooked. To minimize the switching cost associated with the transitions, the au-
thors in [19] proposed an algorithm to help determine how often and to which sleep level a
base station should switch down. In [17], the authors proposed a distributed energy-saving
algorithm that determined the sequence in which base stations can be turned off while en-
suring a minimal impact on the network energy efficiency due to the additional load on the
neighboring base stations. In [18], the authors addressed the limitations of a Q-learning-based
sleep mode management algorithm by proposing a deep-Q learning-based solution that
adapted better to the non-stationary nature of real-world traffic scenarios.

In [20], we extended the analytical methodology developed in [21] to propose a dy-
namic Q-learning-based resource adaptation algorithm to obtain higher energy savings
under varying traffic loads. As an extension to [20], in [22], we mainly addressed the
challenges associated with complex long-horizon problems by developing a hierarchical re-
inforcement learning solution wherein different optimization strategies were implemented
as a hierarchy of reinforcement learning agents. It was not only to improve the network
energy efficiency but also to learn the best way to optimize the network in any given
scenario. To an extent, we were able to show that different agents with different objectives
and following different policies can coexist and coordinate with each other in the same
environment to achieve a common goal [23]. Table 1 provides a summary of related works
from 2020 to 2023.

Table 1. A summary of the related works in the years 2020–2023.

Year Papers Area/Key Points

2020 [1,10]

• [1]—Global trends in energy consumption of communication technology, electric-
ity intensity, 5G, forecasting, networks and operations, video streaming

• [10]—Base station sleep modes, discontinuous transmission, energy efficiency,
reinforcement learning

2021 [3,14,20,21,24,25]

• [3]—Strategy optimization of 5G wireless network energy consumption based on
artificial intelligence and other emerging technologies, forecasting algorithms for
network traffic load, service-aware energy saving for a 5G base station

• [14,25]—Open-air interface platform based RAN sharing prototype, network
slicing, SLA-based RAN sharing architecture, radio resource allocation algorithm,
multi-operator spectrum sharing, multi-objective optimization

• [3,21]—Traffic forecasting, overview of network optimization strategies,
power modeling

• [20]—Q-learning-based dynamic adaptation of radio resource, advanced sleep
modes, bandwidth and antenna adaptation, energy efficiency

• [24]—HRL approaches, challenges, domains for evaluating HRL, temporal ab-
straction and task decomposition, multidimensional state space

• [25]—Cognitive cellular networks, energy-harvesting base stations, spectrum
sensing and leasing scheme in a multi-operator scenario, reinforcement learning
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Table 1. Cont.

Year Papers Area/Key Points

2022 [4,22]

• [4]—Traffic forecasting, overview of network optimization strategies, other emerg-
ing technologies, intelligent network, site simplification, green 5G network, tech-
nical development trend of green 5G networks, ultra-wide band devices, multi-
antenna RF technology

• [22]—Network optimization, energy efficiency, multi-objective optimization, hier-
archical reinforcement learning, network energy management, distributed learn-
ing, advanced sleep modes

3. Problem Description and Contributions

Current mobile networks are often over-dimensioned to accommodate varying traffic
demands, resulting in the under-utilization of base station resources during off-peak hours.
It leads to increased costs for operators opting for SingleRAN technology, including the
expenses for network sites, spectrum, and electricity. Furthermore, the deployment of 5G
alongside existing technologies exacerbates these costs. While operators have been working
on network optimization solutions to improve resource utilization, there is still room for
more energy savings. This paper aims to answer the following questions:

• How can RAN sharing improve the energy savings for an operator as compared to
using independent hardware?

• What could be the impact of independent resource optimization by the operators with
different KPIs on the energy savings obtained?

Our contributions in this work are as follows:

1. Through simulations we evaluate the benefits, complexity, and challenges of the
RANaaS RAN-sharing scenario from the TowerCo perspective, specifically on the
energy savings obtained. We analyze the benefits of providing independence in the
sharing process by allowing each operator to control their share of resources and other
cell-level parameters, thus enabling service differentiation.

2. We conduct a benefit analysis of using AI for energy-efficient network optimization
from an operator’s perspective.

3. We propose an approach to distribute the energy cost among the participating MNOs
in the RAN-sharing scenario of interest.

4. We discuss the implications and challenges of independent resource optimization by
MNOs in the RANaaS RAN-sharing scenario by highlighting the potential benefits
and drawbacks.

4. System Model

At the highest level, the system consists of four main entities: (i) the TowerCo,
(ii) MNOs, (iii) AI system, (iv) shared/logical RAN resources, as seen in Figure 8. In this
work, we consider three MNOs operating in a network consisting of a homogeneous
deployment of seven three-sector sites, as seen in Figure 9. The serving base station i
is surrounded by φc interferers. To simplify the analysis, we assume a maximum of six
interfering base stations, i.e., φc,max = 6. Each base station serves N active users in time
T, distributed uniformly in the cell of radius Do. Assuming a fixed average requirement
of Ω megabits per user, the hourly traffic demand ξ can be expressed as Equation (1).
The variation in the number of active users during the day is assumed to follow the profile
shown in Figure 10.

ξ = N ∗Ω (1)
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Figure 8. TowerCo RANaaS simulation setup.

Figure 9. Seven three-sector sites deployment scenario.

Figure 10. Traffic demand profile over 24 h. (Note: In this plot, α(t) represents the share of active
subscribers at a given hour).
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Considering the downlink scenario and assuming perfect channel state information
(CSI) to be available at the transceivers, the achievable rate per user k is expressed as
Equation (2). Here, rk depends on the signal power Sk,i (Equation (3)) from the base station
i that the user is connected to, and the interference from the neighboring base stations Ik as
in Equation (4). Furthermore, Ik depends on the activity of the interferers ηj while rk varies
with the bandwidth Bi and the number of spatial multiplexing layers Nk. These parameters
can be expressed as

rk = Bi Nk log2

(
1 +

Sk,i
Ik +Nk

)
(2)

Sk,i =
c

(Dik)
α
|HikWik|2

‖Wik‖2
pi Mi
Kc

(Mi − Nk) (3)

Ik =
φc

∑
j=1

cηj(
Djk

)α

∣∣∣HjkWjk

∣∣∣2∥∥∥Wjk

∥∥∥2

pj Mj

Kc

(
Mj − Nk

)
(4)

Nk = σ2∥∥Wjk
∥∥2 (5)

In Equation (3), Sk,i depends on the number of users served simultaneously Kc, the
power per power amplifier (PA) pi, and the active array size Mi. The array gain (Mi − Nk)
increases the received signal power and is obtained using a larger antenna array at the base
station. It is the maximum gain obtained by considering a zero-forcing precoder at the
transmitter [26]. Dik and Djk are the distances of the user from the serving and interfering
base stations, respectively. α is the path loss exponent with a value of 2. c captures the
gains of the antennas at the base station and user. The normalized gain between the serving

base station and the user is expressed as |HikWik |2

‖Wik‖2 where |Hik|2 is the precoding matrix

at the transmitter, and |Wik|2 is the weights’ matrix. The gain is given as |HikWik|2 with
‖Wik‖2 = 1. The instantaneous cell throughput can be calculated as

R =
Kc

∑
k=1

rk =
Kc

∑
k=1

Bi Nk log2

(
1 +

Sk,i
Ik +Nk

)
(6)

4.1. Base Station’s Activity Factor

To serve the connected users, the base station i has to remain active for a fraction of the
total observation period T. It is called the base station’s activity factor (see Figure 11) [27],
denoted by η and given as Equation (7), where Ωk is the requirement of user k. By replacing
rk in (7) with (2), we obtain

η =
∑N

k=1
Ωk
rk

T
(7)

If Kc number of users are served simultaneously, then Equation (7) can be modified as

ηi =
1

TKc

 N

∑
k=1

Ωk

Bi Nk log2

(
1 + Sik

Ik+Nk

)
 (8)

The maximum value of Kc depends on the antenna configuration at the base station.
The spectral efficiency obtained with an antenna configuration also depends on the con-
figuration (receiver diversity) at the user terminal Nk. The upper bound is calculated as
Equation (9) [28]. Incorporating this in Equation (8), we obtain Equation (10).

Gupperbound =
(√

Mi +
√

Nk

)2
(9)

ηi =
1

TKc

[
N

∑
k=1

Ωk
max[rk, rmax(Mi, Nk)]

]
(10)
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where rmax is the maximum data rate that can be achieved by a user with Mi transmit and
Nk receive antennas. T represents the observation window over which we measure the
activity of the base station. In this work, T is equal to the periodicity of the synchronization
signal block transmission [29]. The observation window, the hourly traffic demand, and the
rate at which the users are served determine the overall activity factor of the base station.

Figure 11. Activity factor of a base station.

4.2. Base Station’s Power Model

As seen in Figure 11, the resources utilized or the configuration (in terms of the
bandwidth and antenna configuration) in the base station has an impact on its instan-
taneous power consumption, the user performance, and its activity factor [21]. A base
station’s power model quantifies the impact of resources used on its power consumption.
An accurate power model helps us to analyze the impact of various components on the
overall power consumption. Furthermore, a model depends on the base station type,
and as a result, it is necessary to ensure that the implemented model accurately models the
base station under consideration. A base station’s total power consumption Ptotal can be
divided into the load-dependent and load-independent parts as expressed in (13). The load-
dependent parts consist of the baseband and power amplifier power consumption as given
in Equations (11) and (12).

Pbaseband = f
(

Mij, Bij

)
(11)

PPA(p) = Mij

[
1

(1 + ε)η
(p + εPmax,PA)

]
(12)

Ptotal = Pbaseband + PPA︸ ︷︷ ︸
Pload−dependent

+ Psyn + MijPbs + Pf ixed︸ ︷︷ ︸
Pload−independent

(13)

Here, p is the load experienced by the power amplifier (PA), η is the efficiency of the
PA, ε is a PA-dependent constant, and Psyn is the local oscillator power consumption. More
detailed equations showing the impact of Mij and Bij on the baseband’s Pbaseband and the
power amplifier’s PPA power consumption can be found in [21]. It is important to note
that in a TowerCo scenario, the power amplifiers could experience different loads and
consequently have different power consumption values.
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4.3. Base Station’s Sleep Modes

Sleep modes reduce the power consumption of a base station during the idle period
by deactivating various hardware resources (see Figure 11). They are classified into four
modes based on the minimum sleep duration and the activation–deactivation time of
the associated hardware resources. Deeper sleep modes (SM2, SM3, and SM4) reduce
the base station’s power consumption by a large extent as more hardware components
are deactivated. However, the increased burstiness in the traffic demand during peak
hours makes it difficult to switch down to deeper sleep levels having long transition
times. Moreover, with the maximum periodicity of the synchronization signal block (SSB)
transmission in 5G being 160 ms [29], the base station cannot switch to SM4 with a transition
time of 1 s. Therefore, we restricted our study to the first three sleep levels. The transition
times for the sleep levels SM1, SM2, and SM3 were taken as 0.5 µs, 35 µs, and 15 ms,
respectively [30]. The base station’s power consumption model considering the various
sleep modes can be written as Equation (14). Here, Ns is the number of sectors, and PB is
the no-load power consumption of the base station given in Equation (15).

P5G
BS = Ns ∗



Ptotal if p > 0

PB if p = 0 without sleep
δ1PB if p = 0, 72µs≤ Tsleep < 1ms

δ2PB if p = 0, 1ms≤ Tsleep < 10 ms

δ3PB if p = 0, Tsleep ≥ 10ms

(14)

PB = Mi

[
1

(1 + ε)η
(εPmax,PA)

]
+ Psyn + MiPbs + Pf ixed (15)

4.4. Base Station’s Energy Consumption

The activity factor of a base station is closely linked to its energy consumption and
the sleep level that it can switch down to and the associated transition time [21]. When
calculating the energy consumption of a base station based on the activity factor, we
assume that all sites start serving their users simultaneously. It could lead to slightly
overestimated interference and energy consumption values from those observed in a real
network. The energy consumption of a base station Ei can be expressed as

Ei = ηiTNsPtotal +

 3

∑
j=1

SjδjPB

(T′ − Tac,δj

)
(16)

Here, PB is the idle mode power consumption of a base station, δi is the sleep delta and
indicates the depth of sleep, T′ and Tac,δi are the idle and sleep-level activation–deactivation
(transition) times, respectively. Further information on the power model and the values of
various parameters is found in [21]. The overall network energy consumption in an area
Ar with a base station density β is calculated as,

Etotal = EiβAr (17)

A complete list of the variables and the various controllable parameters is provided in
the Appendix A in Table A1.

4.5. Energy Cost Distribution

The energy cost distribution involves distributing the TowerCo energy consumption
amongst all the operators. The TowerCo power model is similar to the description in
Section 4.2 except that the total power consumption as given in Equation (13) is now a
contribution of all the participating MNOs. Measured during the observation window,
the TowerCo’s energy consumption consists of two parts, (i) the active-mode and (ii) the
idle-mode energy consumption. The active-mode energy consumption further comprises
the static (or no-load) and dynamic (or variable) energy consumption as seen in Figure 12.
As for the dynamic energy consumption, it is the load-dependent power consumption in
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Equation (13) that plays a crucial role. Unlike the single-RAN scenario where the power
amplifiers experience similar load, in a TowerCo scenario, the load experienced by the
power amplifiers could vary depending on the configuration and the power amplifiers used
by the active MNOs. This variation leads to their differing energy consumption measured
during the observation window. The power amplifiers can be divided into two types:

• Shared power amplifiers —the power amplifiers used by two or more MNOs.
• Independent power amplifiers—the power amplifiers used by only one of the MNOs.

In the RANaaS scenario, the TowerCo divides that energy consumption of the shared
power amplifiers amongst the operators based on their usage as outlined in Algorithm 1.
On the other hand, the load-independent (or no-load) power consumption depends only
on the highest configuration of all the active operators at a given site.

Algorithm 1 TowerCo’s energy cost distribution algorithm

1: Initialize the energy consumption share of each operator
2: for each site do
3: for each band do
4: Identify the MNOs that are active and their activity factors
5: Determine the sleep level activated based on the maximum activity factor
6: if (active period > 0 and number of active MNOs > 1) then
7: Obtain the configurations and bandwidth utilized by the active MNOs
8: Compute the dynamic power consumption of each configuration based on:

- The activity factor
- The total bandwidth utilized
- The configuration overlap information

9: Split the power consumption amongst the configuration overlapping MNOs
10: Calculate the energy consumed by the variably loaded power amplifiers and

add the no-load or static energy consumption of the maximum configuration for
the observation window

11: Split the energy consumption amongst the active MNOs based on
- The load contributed
- The configuration overlap information

12: Save the energy consumption per MNO
13: else if (active period > 0) then
14: Obtain the configurations and bandwidth utilized by the active MNO
15: Compute the dynamic power consumption based on:

- The activity factor
- The total bandwidth utilized

16: Calculate the energy consumption during the observation window
17: Add the no-load/static energy consumption
18: Save the energy consumption for the MNO
19: else
20: Calculate the energy consumption based on the deepest sleep level activated

during the observation window
21: end if
22: end for
23: end for
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Figure 12. Simplistic power consumption variation.

5. Energy-Saving Features and AI-Assisted Radio Resource Management

In the RANaaS scenario, the TowerCo is responsible for the resource and service
infrastructure layer, while the operator manages the independent logical RAN instance.
It is up to the operator to assure end-user connectivity based on the services provided
by the RAN. While the use of AI is optional, in this work, we assume each operator uses
AI to ensure meeting the service requirements and improve resource utilization. The AI
system interacts with the RAN functions, as seen in Figure 13. In this section, we look into
the energy-saving features and the AI implementation aspects assisting the operators in
achieving the most energy-efficient resource utilization.

Figure 13. Components of a logical RAN instance.

5.1. Energy-Saving Features

Of the many ways to save energy, in addition to sleep modes, this work focus on two
resource-adapting energy-saving features that operate on different time scales, i.e., features
having different timing constraints for their activation. They are:

1. Carrier adaptation: Activating this energy-saving feature involves turning on/off
capacity layers or bands at each of the sites based on traffic demand, user distribution,
and other network conditions. This process takes a longer time than antenna or band-
width adaptation since it requires re-associating connected users to the same/different
site and (or) band, which could take a variable time depending on the network sce-
nario and conditions. Additionally, this process must be executed in a way that does
not degrade the quality of service when there is an increase in traffic demand.

2. Antenna and bandwidth adaptation: Antenna adaptation involves turning on/off
the number of active antennas at the base station, and the bandwidth adaptation
results in varying the instantaneous bandwidth allocated to each user dynamically.
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These adaptations operate on a much shorter time scale compared to carrier adapta-
tion. Both antenna and bandwidth adaptation lead to a change in the instantaneous
throughput experienced by the user as seen in Equation (2) and described in Section 4.
The change in the user throughput impacts the base station’s activity factor (see
Equation (8)) and its energy consumption (see Equation (17)).

We implemented these energy-saving features as a hierarchy of reinforcement learning
agents described in Section 5.3.

5.2. Hierarchical Reinforcement Learning (HRL)

HRL is an extension of traditional reinforcement learning where several agents are
hierarchically connected and work together to achieve a common objective. HRL employs
two techniques, namely, task decomposition and temporal abstraction. Task decomposition breaks
down the reinforcement learning problem into smaller subproblems wherein solving each
of them will be more beneficial than solving the entire problem as seen in Figure 14 [31,32].
On the other hand, temporal abstraction involves a higher-level agent learning to perform
the task by choosing optimal subtasks as higher-level actions [33,34]. This approach helps
us to deal with exponentially growing memory requirements of high-dimensional complex
reinforcement learning problems while improving their convergence probability and speed.

Moreover, HRL enables a flexible credit assignment to agents in a hierarchy based on
their functionality [35]. The system designer can define separate reward functions for each
subtask. Agents higher in the hierarchy can have a simpler and sparser reward function.
Furthermore, this approach provides more structured exploration patterns throughout
the training process leading to agents trained on subtasks and being able to transfer their
experience to similar environments, something that most state-of-the-art algorithms tend
to fail due to overspecialization. Additionally, it allows agents with different objectives and
policies to coexist and coordinate with each other to achieve a common goal [23].

Figure 14. Hierarchical reinforcement learning.

In our case, HRL provides an elegant approach to combine and implement different
network optimization strategies operating on different time scales. By having the strategies
as actions of a higher-level agent, we learn the sequence and the most suitable optimization
strategies under different network scenarios. We delve further into the hierarchical aspects
of this work in Section 5.3.
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5.3. Network Optimization as an HRL Problem

In this work, we implemented an AI system (Figure 15) consisting of four independent
and hierarchically connected agents (A#) as seen in Figure 15. These agents were trained to
optimize the energy efficiency of the wireless network under some throughput degradation
constraints using the features described in Section 5.1. The environment (E) models the
behavior of a wireless network and provides feedback to the agents regarding their actions
through a reward system. During each episode, A1 initializes the environment with an
input traffic demand which returns a feature vector corresponding to its current state. Based
on this information, A1 selects an optimization strategy that it deems most beneficial for
that particular state; this is then executed by lower-level agents A2, A3, and A4. Following
the completion of their task, these agents receive rewards accordingly, depending on their
effectiveness in improving the energy efficiency within the network. Subsequently, they
update the weights of their value network using Bellman’s Equation (18).

Q(i+1)(s, a) = R + γmax
s′

Q(i)(s′, a′; θ) (18)

Figure 15. HRL implementation.

A combination of three agents (A2, A3, and A4) perform the tasks of carrier adaptation
and radio resource adaptation (RRA), respectively. Algorithm 2 presents the pseudocode of
the implementation. Table 2 describes the five agents.

Table 2. RL Agent description.

Agent No. of
Features

No. of
Actions

Type of
Agent Description/Actions

A1: Strategy selector 152 3 Network-
level

Identifies the optimal selection sequence of dif-
ferent optimization strategies for a given net-
work scenario. Actions include calls to lower-
level agents that perform user–cell association,
carrier shutdown, or site-level RRA.

A2: Carrier adapter 66 15 Network-
level

Switches on or off the capacity layers at differ-
ent sites depending on the network scenario.

A3: Site selector for RRA 72 8 Network-
level

Identifies the sites where RRA could lead to
energy savings without negatively impacting
the user throughput.

A4: Site-level RRA or local
configuration adapter 22 13 Site-level

Performs antenna and bandwidth adaptation
at the site selected by A4 depending on the net-
work scenario, the number of connected users,
and other site-level metrics.
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Algorithm 2 Single-operator network optimization algorithm

1: Initialize Q(s, a) arbitrarily for each agent
2: Initialize the replay buffers of each agent
3: Initialize the value and the target networks of each agent with random weights
4: while (episode < Max episodes) do
5: Sample the traffic profile for the traffic demand
6: Initialize the environment and UEs
7: Initialize the state s of the strategy selector
8: while (iteration < Max iterations) do
9: Choose a network optimization strategy a ∈ A using the ε-greedy policy

10: Take the action a. Call a lower-level agent.
11: while (iteration < Max iterations (lower level)) do
12: Get current state sl
13: Take corresponding network adaptation action al
14: Update the environment and observe the local reward Rl, new local state s′l
15: Q(i+1)(sl, al) = Rl + γmax

s′l
Q(i)(s′l , a′l)

16: end while
17: Observe the reward R, new state s′

18: Q(i+1)(s, a) = R + γmax
s′

Q(i)(s′, a′)

19: end while
20: end while

Reinforcement Learning Algorithm

Of the many reinforcement learning algorithms, we focused on a variant of traditional
Q-learning using neural networks as function approximators. Traditionally, in DQNs,
during the learning (or training) phase, a single Q-network is used to select and evaluate
an action. However, in noisy environments, this could lead to overestimating the action
values (or Q-values), resulting in a slower learning process. To resolve this issue and obtain
an unbiased Q-value estimate, we implemented each agent as a double deep Q-Network
(DDQN) consisting of two Q-networks: (i) a value network and (ii) a target network, as seen
in Figure 4 in [25]. In this approach, two separate Q-value estimators are used in tandem
to select an action (i.e., action selection) and for value evaluation (i.e., action evaluation).
The update is similar to (18) and is given as (19). Compared to the original formulation of a
deep Q-network (18), the weights of the target network in a DDQN are replaced by those
of the value network θ−t to evaluate the current greedy policy. The agents are trained using
the experiences obtained at different time steps.

Experience Replay: Ensures the convergence of DNNs in a reinforcement learning
scenario is a complex task. It requires a large number of uncorrelated data samples that
are independent and identically distributed. To prevent action values from diverging
catastrophically, experience replay is used. This technique involves randomly sampling
experience tuples consisting of state–action pairs and corresponding rewards from the
buffer memory during each learning iteration.

Q(i+1)(s, a) = R + γQ
(

s′, max
s′

Q(i)(s′, a′; θ); θ−t

)
(19)

5.4. Q-Learning Definitions

• State: It is a representation of the environment that an agent finds itself in and
influences the actions of an agent. In this work, we considered a diverse set of
heuristically determined input features for each agent listed in Table 3. Each agent
observes a subset/complete set of features depending on its role and position in the
hierarchy. In addition to the features listed in Table 3, each agent receives features
that are more specific to their role. For instance, the local configuration adapter agent
takes as input only those features that are more relevant at the site of interest. The site
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selector for RRA—a centralized agent—receives information from all sites along with
the user distribution statistics at each site. On the other hand, the carrier adapter
receives as input the carriers that could be activated or deactivated at each site.

• Action space: It corresponds to the decisions that an agent takes at each decision point.
Each agent has a different action set closely tied to its objective. Table 2 describes the
agent’s actions.

• Reward: The reward signal is common to all the agents and is a function of the two
optimization KPIs: network energy consumption and throughput. The reward is
expressed as

R = β ∗ λe(∆Ec) ∗ λt(∆τ) (20)

Here, ∆Ec and ∆τ correspond to the percentage change in the energy consumption and
throughput, respectively. Here, λe and λt (λe > λt) are their importance factors. They
indicate the relative importance of the two parameters in the optimization process.
β ∈ [−4, 4] is a fixed reward that is assigned based on the direction of change in the
two KPIs.

Table 3. List of features.

Feature Input to Agent

Overall activity factor 1–4, 5 *
Channel conditions (1–4)†, 5*†

Number of connected users 1–4, 5*
Number of users per band at each site 1–4, 5*
Average SINR 1–4, 5*
Carrier state at each site 1–4, 5*
Antenna configuration 1–4, 5*
Bandwidth utilized 1–4, 5*
Statistics of the user with lowest SINR 1, 2
Permissible throughput degradation 1–5
Current throughput degradation 1–5
Network energy consumption 1–5

*: values pertaining to a single site, †: values pertaining to the three bands at a site. Note: unless explicitly stated,
the values are separate for the three bands.

5.5. Implementation Flow

In Figure 16, we illustrate the implementation flow of the RANaaS scenario consisting
of four different entities, namely, (i) the TowerCo’s controller and energy manager, (ii)
MNOs, and (iii) AI manager. The role of these entities is as follows:

• TowerCo’s controller and energy manager: The TowerCo’s controller is responsible
for allocating the share of resources to different MNOs, including the maximum
bandwidth and antenna configuration that can be used on each band (step 1). We
assumed equal and non-overlapping spectral resources to be available to all the MNOs
as outlined in Table 4. Furthermore, the TowerCo’s controller receives the energy cost
per MNOs from the TowerCo’s energy manager (step 7). The latter calculates the
energy cost per MNO based on resources used by them at different sites in a network
as described in Section 4.5 (step 5).

• MNO: The operator controls its share of resources and the KPIs it would like to
optimize or improve. In this case, we assumed all operators would like to improve
on both the energy efficiency and the network throughput. The only difference was
the maximum throughput degradation that each operator could permit. To make
this decision, they could consider the average traffic demands at different sites and
the requirements of the connected users. Moreover, we assumed that the operators
used the AI system described in Section 5 for managing their share of resources.
Doing so required the operators to send their AI and KPI requirements to the AI
manager (step 2).
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• AI manager: The role of the AI manager is to select an AI configuration based on the
needs and requirements of the operator. In this case, it could depend on the desired
energy-saving features, the KPIs to optimize, and the degradation restrictions or
limitations on the throughput set forth by the operator. In this work, we assumed each
operator to have its own AI system, as seen in Figure 15. The AI system/functionality
shown in the Figure 13 assists the operator in optimizing their share of resources.
Figure 16 shows it as separate AI agents connected to and controlled by each operator.

Figure 16. Process flow.

Table 4. MNO resource allocation.

Band Frequency
(MHz)

MNO
Bandwidth

(MHz)

TowerCo
Bandwidth

(MHz)

Type of
Band

Possible
Antenna

Configurations

Possible Sleep
Levels Sleep Deltas

1 700 10 30 Coverage 4, 2 SM1, SM2, SM3 0.84, 0.69, 0.50
2 2100 20 60 Capacity 4, 2 SM1, SM2, SM3 0.84, 0.69, 0.50
3 3500 100 300 Capacity 64, 32, 16 SM1, SM2, SM3 0.84, 0.69, 0.50

6. Implementation, Results, and Analysis

In this section, we implemented and evaluated the energy performance of the TowerCo’s
RANaaS RAN-sharing scenario seen in Figure 8. We used the AI system proposed in [22] to
assist each MNO in adapting their logical RAN resources. Following this, we looked at the
energy savings’ probability under three scenarios and studied the impact of the operator’s
requirements over 24 h. This analysis considered the energy-saving features activated
under different scenarios and the extent to which the operator’s decisions overlapped.
These simulations were carried out using a proprietary network-level evaluation tool.

6.1. System Setup, Simulation Parameters, and Assumptions

For the network deployment, we considered an urban deployment scenario consisting
of seven three-sector sites, as seen in Figure 9. We consider three operators operating
simultaneously in that area, each with a peak traffic demand of 350 Mbps/km2 [21].
The intersite distance was set to 1200 m, and the observation window (as defined in
Section 4.1) during which we calculated the energy consumption was 160 ms. To run the
simulations, we used an event-based simulator where an event corresponded to a change
in the traffic demand and the network scenario. The performance of the proposed approach
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was measured in terms of the two network KPIs considered in the reward function (see
Section 5.4). In the following subsections, we look at some assumptions from an operator
and TowerCo’s perspective along with the baseline used to compare our results.

6.1.1. MNO

In RANaaS, the MNOs adapt/control the band state, the bandwidth, and the antenna
configuration on the three bands at each site, as seen in Table 4. We considered two different
throughput degradation limits of 0 and 20% for each MNO. These limits specified the maxi-
mum permissible reduction in the network throughput due to the network optimization
actions taken by an MNO’s agent. The agents took these limits into account during training.
Furthermore, the number of users served by each MNO simultaneously on the three bands
was limited to 1/1/8, respectively. These numbers indicated that the users on band 1 and
2 were served sequentially while those on band 3 could be parallelized. In terms of user
distribution, we assumed a uniform distribution of users across all sites for all the MNOs.

6.1.2. TowerCo

In the RANaaS scenario depicted in Figure 8, the TowerCo is responsible for the
resource allocation and cost distribution. As a host of multiple operators, we assumed the
TowerCo could support the simultaneous maximum resource utilization by all the MNOs
meaning a maximum bandwidth utilization and the maximum number of users served
simultaneously on all three bands by each operator. This gave us a cumulative TowerCo’s
bandwidth of 30/60/300 MHz and TowerCo’s spatial multiplexing factor of 3/3/24 on the
three bands 700/2100/3500 MHz, respectively. Furthermore, it should be able to serve all
the users during a given time slot. To do so, we assumed that the TowerCo had enough
BB-processing capacity to meet these requirements.

6.1.3. Baseline

The performance evaluation of the optimization strategies implemented as hierarchi-
cal agents was carried out in [22]. In that evaluation, we measured the energy savings
obtained by comparing it against the baseline scenario with all resources activated at each
site, i.e., from an operator perspective, the maximum bandwidth of 10/20/100 MHz and
the maximum antenna configuration, 4/4/64 on the three bands 700/2100/3500 MHz,
respectively. Furthermore, we assumed that the sleep modes had been activated, and the
base station could switch down to one of the three levels depending on the duration of
the idle period and the activation–deactivation time of each sleep mode. The three sleep
levels, SM1, SM2, and SM3, had sleep deltas of 0.84, 0.69, and 0.5, respectively. Similar
to [22], in this work, the energy-savings obtained were additional to those obtained through
advanced sleep modes. A few RL hyperparameters are listed in Table 5.

Table 5. Reinforcement learning parameters.

Parameter Value

Replay memory size 100,000
Minibatch size 64
Learning rate 0.001
Discount factor (γ) 0.9
Optimizer Stochastic gradient descent
Activation function tanh/softmax
Loss function Mean squared error

6.2. Result Categories

The results were analyzed from two perspectives: (i) TowerCo and (ii) MNO. From the
TowerCo’s perspective, we had three different outcome categories as listed in Table 6
depending on the number of KPIs fulfilled for each operator. Furthermore, the requirements
of the MNOs played a crucial role in the energy savings obtained and the energy cost
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distribution. For the MNO, we had five different outcome categories, as seen in Table 7.
The KPIs fulfilled depended on how well the AI system could reduce the network energy
consumption without degrading the throughput beyond the permissible limit for each
operator. Amongst these two, we selected the energy consumption to play a dominant
role by having a higher importance factor, i.e., achieving energy savings had a higher
priority over throughput degradation within permissible limits. That led to the possibility
of obtaining outcomes where only one of the requirements was satisfied, as listed in Table 7.
We also analyzed how the AI system optimized an MNO’s share of resources under different
TDLs. In the rest of the document, we refer to the TowerCo and MNO’s outcome categories
as TCx and MNOx, respectively, where x is the category of outcome and x ∈ {1, 2, 3, 4, 5}.

In addition to the two perspectives presented above, we divided the results into three
scenarios as seen in Table 8. This division was based on the throughput degradation limits
for each operator. We also assumed that the operators had the same 24 h traffic demand
profile as seen in Figure 10. In our analysis, we not only evaluated the benefits of RAN
sharing from an MNO or TowerCo’s perspective but also analyzed the scenarios which of
the two RAN-sharing approaches (RANaaS and RAN services) could be more applicable
and (or) beneficial.

Table 6. TowerCo’s outcome categories.

Category Both KPIs
Met?

All
Operators? Description

1 Yes Yes Energy savings are obtained and throughput change is within permissible
limits for all the operators

2 Yes No Both the KPIs are fulfilled for a few of the operators
2 No Yes Only one of the KPIs has been fulfilled for all the operators
3 No No Neither KPIs are fulfilled for all the operators

Table 7. MNO optimization’s outcome categories.

Category Energy Savings?

Throughput
Change within

Permissible
Limits?

Description

1 Yes Yes Obtained energy savings and the throughput change is within
permissible limits

2 Yes No Obtained energy savings at the cost of throughput degradation
beyond permissible limits

3 No Yes No energy savings obtained but throughput change is
within limits

4 No No No energy savings obtained and throughput degradation is
beyond limits

5 * * A special case where the agent does not take any action resulting
in no change in the network energy consumption and throughput

Table 8. Simulation cases.

Parameter MNO Scenario 1 (S1) Scenario 2 (S2) Scenario 3 (S3)

Throughput degradation limit, %
1 0 20 0
2 0 20 0
3 0 20 20

6.3. TowerCo’s Energy Performance Analysis

To analyze the performance from a TowerCo’s perspective, we needed to look at
how well each of the participating MNOs optimized their share of resources (i.e., local
perspective) and the result of this independent optimization from a global perspective
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(i.e., the TowerCo’s level). Based on the outcome for each MNO, the TowerCo’s results could
be categorized into three categories as listed in Table 6. From the TowerCo’s perspective,
we would have liked to have most of the simulation outcomes falling in TC1 (see Table 6),
which would have meant more MNO1 simulation outcomes (see Table 7). However, due
to the limitations of the AI system in learning the actual behavior of the environment,
we ended up with outcomes in categories 2, 3, and 4 for an operator. During training,
we tried to maximize both the reward obtained by the agents in each episode and the
share of outcomes in categories 1 or 5. This approach was more applicable in our case
as the maximum reward that could be obtained in a given scenario depended on the
energy savings and throughput change. As these values were dependent on the network
conditions and user distribution, we ended up in a scenario where similar actions under
similar traffic demands could yield totally different rewards.

6.3.1. Energy Savings

In Figure 17, we plotted the scaled energy consumption for an operator in three
different scenarios over 24 h. It presents the energy savings obtained by (i) activating
sleep modes, (ii) optimizing resource utilization, and (iii) by sharing hardware resources
with other operators. In the simplest case, activating symbol sleep provided up to two
percent of energy savings over 24 h compared to the scenario with no sleep modes and
network optimization. Enabling deeper sleep modes could increase these gains by up to
seven percent. Deep sleep modes were most beneficial during the off-peak hours (4–7 h)
as they provided up to 15–18 percent of energy savings as most sites had very few or no
connected users.

Figure 17. Energy consumption per MNO in different scenarios over 24 h. (NO—network optimiza-
tion and EC—energy consumption. Note: The values are scaled with respect to the highest initial
energy consumption with no sleep modes).

In [22], we presented the benefits of AI-assisted network optimization. In this work,
by modifying the AI architecture and the input features of the agents, we were able
to achieve more instances where both KPIs were fulfilled. The average energy savings
obtained by combining network optimization and sleep modes were around 20 percent
over 24 h compared to having only symbol sleep. Finally, the lowest curve (TowerCo EC
per MNO) shows the average energy consumption per operator if they were to use shared
hardware. By sharing resources, operators could achieve a reduction of up to 70 percent in
energy consumption as they shared both the active- and idle-mode energy consumption.
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During the active period, the energy consumption was distributed amongst the MNOs
according to Algorithm 1 outlined in Section 4.5, while the idle-mode energy consumption
was divided amongst all the participating MNOs. The savings could be as high as 20/13
percent of the AAU/RRU energy consumption at full load.

The operators’ requirements play an important role as they not only determine the out-
come of the AI-driven network optimization, but also the outcome category both for the op-
erator and the TowerCo service provider. We present this analysis in the following section.

6.3.2. Impact of Operator Requirements on the Outcome Probabilities

From an operator’s perspective, it is expected to have better results in relaxed network
scenarios, which in this case is the higher TDL (see Table 9). Figure 18 shows the share of
outcomes under each category for the three scenarios listed in Table 8. Here, S1 and S2
correspond to scenarios where an operator has a throughput degradation limit (TDL) of 0
and 20 percent, respectively, while in S3, the operator switches between the two extreme
TDLs of 0 and 20 percent over 24 h. In an environment consisting of stationary users, having
a more relaxed TDL increased the probability of fulfilling both the KPIs by 16 percent (i.e.,
78.1 percent to 94.5 percent). However, the average energy savings for 0 and 20 percent TDL
over 24 h stood at 15.1 and 14.3 percent, respectively. This indicates that similar network
optimization actions taken in more relaxed scenarios (i.e., with higher TDL) could lead to
favorable outcomes especially when we considered a static environment.

Figure 18. Outcome probabilities for an operator under varying throughput degradation limits.

From a TowerCo’s perspective, we found that stringent requirements by all the MNOs
(S1) reduced the probability of fulfilling all requirements for all the MNOs simultaneously.
This is seen in Figure 19, where the probability of a TC1 outcome is 20 and 45 percent lower
in the case of an S3 and S1 scenario in comparison to S2. Furthermore, the probability
of a TC1 outcome is 39 percent lower as compared to the same category at the MNO
level (i.e., 78 percent). Now, given that all the MNOs optimized their share of resources
independently and the probability of MNO1 in S1 and S2 were comparable, a lower
probability of TC1 outcomes in S1 indicated a possibility for the TowerCo to improve in
terms of resource allocation and (or) transferring optimization policies to the MNOs. Two
ways to improve that could be through:
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• A dynamic allocation of resources to MNOs based on their traffic demand and
user distribution;

• Allowing the TowerCo to optimize the network for all the MNOs in a centralized manner.

Table 9. Share of outcomes for an operator and a TowerCo across three simulation scenarios S1, S2,
and S3.

S.No Parameter Unit S1 S2 S3

1 Total simulation instances 1000 1000 1000

2

Total simulation outcomes (from an operator’s perspec-
tive) falling under
=> Category 1 % 77.7 94.59 83.35
=> Category 2 % 19.10 1.76 12.80
=> Category 3 % 0.36 1.76 1.23
=> Category 4 % 2.84 1.86 2.60

3

Total simulation outcomes (TowerCo’s perspective)
falling under
=> Category 1 % 39.0 84.8 64.2
=> Category 2 % 60.9 15.2 35.6
=> Category 3 % 0.1 0 0.2

These approaches require sharing additional information by the MNOs compared
to the current implementation. The latter could involve migrating from RANaaS to RAN
services and relinquishing control and responsibility of resource management by the MNOs
to the TowerCo service provider. In RANaaS, the analysis from a TowerCo’s perspective
boils down to studying the energy-saving features activated by the operators at different
times and how often their actions overlap.

Figure 19. Impact of operator requirements on the probability of turning off a different number
of bands.

6.3.3. Impact of Operator Requirements on Energy-Saving Feature Activation and Savings

The operator requirements (e.g., different TDLs) could influence the activation prob-
ability and the energy savings obtained from the various features. For this analysis, we
focused on a single feature-carrier adaptation. Table 10 summarizes the impact of different
TDLs on the activation probability and the energy savings obtained by an operator by
turning off a different number of bands. We observed that a higher TDL did not necessarily
lead to increased activation carrier adaptation. Rather, the probability of selecting carrier
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adaptation remained constant at 25 percent across all scenarios. The lower preference
(25 percent) for selecting carrier adaptation over bandwidth or antenna adaptation could
be due to two reasons:

1. The limitation imposed in terms of how often bands could be turned ON/OFF during
an observation period. We set this limitation factor to 10, i.e., it took ten times longer
to perform carrier adaptation as compared to adapting the bandwidth or antenna
configuration. In other words, in an episode of 20 steps, a band’s state could be
changed at most twice.

2. The partial reassociation of connected users—turning off a band required moving the
users connected to a different site and (or) band. However, in a stationary environment
where all bands are uniformly loaded, it could be difficult to find a band at the
same/different site that could accommodate additional users without degrading the
KPIs of interest. In such a scenario, the carrier shutdown action is not executed fully,
leading to a more unbalanced network. Such a network is more likely to degrade on
the KPIs of interest.

These factors rendered carrier adaptation to be a multilevel decision-making problem
of identifying the carriers that could be turned off and reassociating the connected users.
Across all scenarios, we found the probability of turning off just one band was 70 percent
higher compared to turning off more bands. This was due to the two reasons mentioned
earlier. Additionally, the increased network energy consumption due to user reassociation
was not compensated by the energy saving obtained by turning off more bands. However,
as described in Section 6.3.2 and seen in Table 10, having some room in the form of a higher
TDL offered the AI system an opportunity to take this action and achieve up to 37 percent
higher MNO1 simulation outcomes.

From a TowerCo’s perspective, long-term actions such as carrier shutdown can only be
implemented if it has been selected by all the operators. This extent of overlap in decisions
taken by the operators is the focus of the next section.

Table 10. Probability of turning off a different number of bands across all simulation cases
(operator’s perspective).

S.No Parameter Unit S1 S2 S3

1 Total simulation instances 1000 1000 1000

2 Total simulation instances when carrier adaptation was invoked % 26.5 26.8 26.9

3 Total simulation instances when carrier adaptation was invoked and had a
positive contribution towards energy savings % 82.6 85.0 76.2

4 Total simulation instances when carrier adaptation was invoked and simulation
outcome category was MNO1

% 57.6 94.3 69.8

5 Probability of turning off
=> 1 band % 84.91 83.52 83.98
=> 2 bands % 13.48 14.86 15.10
=> 3 bands % 1.35 1.45 0.92
=> 4 bands % 0 0.16 0
=> 5 bands % 0.27 0 0

6 Average energy savings by turning off
=> 1 band % 3.9 4.9 3.9
=> 2 bands % 8.5 5.5 5.4
=> 3 bands % 10.0 9.9 3.7
=> 4 bands % 0 12.0 0
=> 5 bands % 3.1 0 0
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6.3.4. Overlapping Actions from a TowerCo’s Perspective

To decide on the most suitable RAN-sharing approach, one could not only look at the
actions taken by different operators but also at how often these actions overlap. Of the
three possible energy-saving features, we focused on carrier adaptation as its impact at the
TowerCo’s level was observed only in fully overlapping scenarios (i.e., when all the MNOs
had taken the same decision). In other words, a carrier shutdown decision at any site was
executed only when all the MNOs decided to do so. Table 11 summarizes the extent to
which actions overlapped in the three scenarios.

Table 11. Common actions taken by MNOs in different cases.

S.No Parameter Unit S1 S2 S3

1 Total simulation instances 1000 1000 1000

2 Instances when carrier adaptation has been invoked by one
or more MNOs (overlapping and non-overlapping actions) % 60.1 60.7 60.7

3 Action overlapping instances of the total invocation in-
stances % 30.0 27.6 28.8

4 Non-overlapping action instances of the total invocation
instances % 70.0 72.4 71.2

5 Overlapping actions that resulted in a
- positive outcome for all MNOs % 40.0 73.8 42.2
- positive outcome for one or two MNOs % 47.2 24.4 49.7
- negative outcome for all MNOs % 12.8 1.7 8.0

6 Instances when “X” MNOs were involved in a common
action
=> X = 2 MNOs % 92.2 88.1 89.7
=> X = 3 MNOs % 7.8 11.9 10.2

7 Total number of overlapping and non-overlapping actions 865 851 835

8 Percentage of actions that resulted in
- positive outcome for all MNOs % 45.0 74.0 54.0
- positive outcome for one or two MNOs % 10.0 5.0 10.0
- negative outcome for all MNOs % 45.0 22.0 35.0

From the TowerCo’s perspective in Table 11, we found that carrier adaptation was
invoked a similar number of times by one or more MNOs across all three scenarios. These
results were in line with the observations in Table 10 indicating that the maximum TDL did
not impact the selection of carrier adaptation. It was expected in a stationary environment,
as the probability of taking that action depended on user distribution and the load at
different sites. Of the total carrier adaptation actions, we observed similar percentages
of overlap of 27 to 30 percent across the three scenarios (see Table 11). It was because
each MNO took actions independently of the others without any form of coordination.
However, as seen in Figure 20, the share of TC1 outcomes in overlapped scenarios increased
by 33 percent with an increase in TDL. It is observed in Figures 21–23 where the ratio
of the number of overlapping instances (in blue) to those that resulted in a TC1 outcome
(in red) increased as we went from 0 to intermediate to 20 percent TDL. It indicated that
under stringent network requirements (Figure 21), the overlapping actions were not equally
beneficial to all the operators.

In the overlapping instances, we observed that the probability of turning off more
than one band was lower than 15 percent, irrespective of the TDL (see Table 10). This
was 70 percent lower than the probability of turning off one band and could be due to
two factors described in Section 6.3.3. Firstly, there were inherent limitations in the form
of stationary users associated with the environment and a combination of energy-saving
features operating on different time scales. Secondly, as described in Section 6.3.3, certain
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limitations made it difficult to change a carrier state compared to other features such as
bandwidth or antenna configuration.

Figure 20. Percentage of overlapping actions falling under each TowerCo’s category across all
simulation scenarios.

Figure 21. Number of overlapped carrier adaptation actions and their impact on the TowerCo’s
outcome category (0 percent TDL-S1). (Note: TC_x refers to TowerCo category x or TCx).

Figure 22. Number of overlapped carrier adaptation actions and their impact on the TowerCo’s
outcome category (mixed TDL-S3). (Note: TC_x refers to TowerCo category x or TCx).
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Figure 23. Number of overlapped carrier adaptation actions and their impact on the TowerCo’s
outcome category (20 percent TDL-S2). (Note: TC_x refers to TowerCo category x or TCx).

The lower share of fully overlapping actions meant that the TowerCo was unable
to implement the action in 70 percent of the cases. In other words, the TowerCo could
turn off a band only when all the MNOs agreed—an outcome achieved in just 12 percent
of overlapping cases. This lack of coordination severely impacted the TowerCo’s energy
savings and profitability; therefore, a centralized coordinating entity is necessary—a role
that can be fulfilled by the TowerCo itself. Doing so would improve their energy savings
and share of TC1 outcomes.

6.3.5. Energy Savings from a TowerCo’s Perspective

In this subsection, we analyzed the impact of different TDLs and the percentage of
overlapping actions on the TowerCo’s energy performance. In the RANaaS implementation,
the TowerCo did not control resources used by MNOs. Rather, it only distributed energy
consumption costs based on resources used by MNOs. As a result, across the three scenarios
tested here (S1–S3), similar energy savings of around 65 percent were obtained. The average
TowerCo’s energy consumption over 24 h in S2 was two percent lower, while that in S3
was one percent higher compared to S1.

As described in Section 6.3.2, RAN services could bridge the percentage difference
of simulation outcomes in category one from the operators’ and TowerCo’s perspectives.
It provides a way forward to serve multiple operators based on traffic demands, user
distribution, and network configuration of all MNOs. Furthermore, if the operators opt
for the RANaaS offering, the energy cost distributions must consider how much their
actions overlap.

6.4. Comparison to Other Works

In this section, we compare our work and other related works in the methodology,
assumptions, and results obtained. In [12,13], the authors looked into RAN sharing in
different network deployments. Their idea of RAN sharing revolved around the virtualiza-
tion of RAN functionalities, and its impact on different KPIs such as latency, throughput,
and network energy consumption for a single operator. Contrarily, we assumed a fixed
degree of virtualization and analyzed the impact of varying resource utilization by multiple
operators on the distribution of the TowerCo’s energy costs, the probability of fulfilling both
the KPIs from a TowerCo’s perspective, and the energy-saving features that overlapped
had the most impact during different hours of the day. In simple words, the foundation of
our work was on radio resource utilization, while the others focused on the virtualization
of RAN functionalities.

In [13], the authors focused on energy efficiency aspects and the benefits of RANaaS
implementation in a heterogeneous network. They analyzed the variation in the packet
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loss and the network power consumption with a progressive virtualization of RAN func-
tionalities. They found that in the case of a single operator, an optimal virtualization
solution could provide up to 17% higher energy efficiency compared to a random policy.
Similarly, in [12], the authors analyzed the impact of the centralization of processing and
management in RAN based on the service requirements and network characteristics in a
homogeneous network.

In a more recent work [14], the authors proposed a dynamic radio slice allocation to
each operator based on their requirements and service level agreement (SLA) constraints.
In particular, they analyzed the impact of dynamic spectrum allocation on the throughput
and latency. It is in line with our RAN services approach described in Section 1.1.3, wherein
the TowerCo manages and controls the resources allocated to the different operators.
On evaluating the performance of their algorithm, the authors showed that it was possible
to reduce the latency by 50 percent and improve their throughput by 3–5 times for operators
with fewer spectral resources. As we studied a different RAN-sharing approach, we
consider this work as a baseline for future studies on the RAN services scenario.

A comparison of energy savings depends heavily on the assumption of the base
station’s power model, the network deployment scenarios, and the traffic demand. As a
result, we are limited to [15,20,22] for energy savings, and [27] for the power model
constants. While [6–9] provided a good input on the management of ASMs, they were not
very comparable in terms of the energy-saving results due to their significantly lower sleep
mode’s power consumption values. The authors assumed a reduction of 80, 94, and 96
percent in the power consumption of the base station due to activating SM1, SM2, and SM3,
respectively, in contrast to our assumption of 16, 31, and 50 percent for the same. As a
result, their energy savings of 60 percent were significantly higher as compared to our
values of 20 percent. This coupled with their very low traffic demands of 1 user/s/km2

makes our work unique in this regard.

7. Conclusions and Future Work

RAN sharing has a great potential to reduce both OPEX and CAPEX for the network
operators, freeing up valuable resources that can be used to acquire new services and
improve user experience. In this work, we analyzed how a RANaaS RAN-sharing approach
affected the energy consumption of network operators under varying throughput degrada-
tion limits. Additionally, we explored how AI could be integrated into the optimization
process in order to assist operators with resource optimization. Furthermore, we evaluated
the impact of different operator requirements on the optimization process, such as the
energy-saving probability and absolute energy savings from an operator and TowerCo’s
perspective [22]. We showed that an AI-driven network optimization could allow an MNO
to scale its resources according to traffic demands, resulting in average energy savings of
15–20 percent; however, these benefits tended to saturate when densifying the network for
higher traffic demands. This was where RAN sharing could provide significant additional
value: up to 50 percent more energy savings over 24 h by sharing active/idle-mode power
consumption (see Figure 24).

From the analysis of our results, it is evident that network operators’ requirements
have an important influence not only on the optimization process, energy-saving potential,
and absolute energy savings but also on selecting the right RAN-sharing solution. Deciding
on the type of RAN sharing is a complex task that depends on:

1. The operator’s preferences and needs;
2. The level of autonomy and control desired by the operators over their resources;
3. The data shared with TowerCo service providers;
4. How often data should be exchanged in the case of RAN services for achieving

reasonable gains from a centralized network optimization;
5. Whether or not there is any pricing difference for both RAN-sharing options.
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Figure 24. Average energy savings from different activations. (Note: Here, the different colours as
we move from the left (symbol sleep) to the right indicate the additional energy savings obtained by
activating more features. For instance, magenta—the energy savings obtained by enabling symbol
sleep; green—additional energy savings obtained from enabling deeper sleep modes; magenta +
green + gray—energy savings due to network optimization)

Deciding between these two approaches—RANaaS and RAN services—requires care-
ful consideration of all the relevant aspects, most importantly, the security and privacy of
the data shared with the TowerCo service provider. In both the RAN sharing scenarios,
the responsibility of data security lies with the TowerCo service provider. Furthermore,
the level of security depends on the type of data and services that an operator would like
to activate, and the TowerCo should guarantee that there is no information leakage. As for
the control, the motivation for a more centralized control comes from the fact that slower
energy-saving features, such as carrier adaptation, need more coordination between MNOs
compared to faster energy-saving features such as antenna or bandwidth adaptation (see
Sections 6.3.4 and 6.3.3).

Ensuring that the TowerCo has the ability to enforce a certain level of coordination
could enable it to achieve its own targets, if any, thereby bringing balance to negotiations
and discussions which have historically favored the MNOs, while providing commer-
cial/business incentives for TowerCos to continue operating and provide services beyond
standard functions. Not only does this enable the MNOs to optimize their share of energy
consumption through resource optimization, but it also provides an opportunity for Tower-
Cos to increase profits by providing some high-level coordination based on source and cost
of energy. Moreover, it can further allow them access to advanced analytics capabilities
in order to improve network performance metrics such as latency, throughput, reliability,
and overall energy savings. Overall, it is a win-win scenario for both the operators and the
TowerCo service provider.

There are several ways this work can be expanded in future studies, including dy-
namic RAN-sharing scenarios where a TowerCo serves operators who have opted for
either approach; carrying out a deeper analysis of RAN-sharing scenarios where both
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approaches can coexist; assessing the impact of traffic demands and operator requirements
on the TowerCo’s performance; and comparing network performance in terms of latency,
throughput, reliability, and energy savings in both cases.
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Abbreviations
The following abbreviations are used in this manuscript:

AAU Active antenna unit
AI Artificial intelligence
AR Augmented reality
BB Baseband
CAPEX Capital expenditure
CIC Cluster intelligent controller
CLRC ClusterRAN controller
CLRI ClusterRAN infrastructure
DDQN Double deep Q-Network
DNN Deep neural networks
EC Energy consumption
EE Energy efficiency
GHG Greenhouse gas
ICT Information and communication technology
KPI Key performance indicators
LCM Life-cycle management
MNO Mobile network operator
NF Network function
NPN Nonpublic network
OPEX Operational expenditure
RAN Radio access networks
RANaaS Radio access network as a service
RL Reinforcement learning
RRA Radio resource adaptation
RRU Remote radio unit
SGD Stochastic gradient descent
SIP Service infrastructure provider
SLA Service level agreement
TDL Throughput degradation limit
VR Virtual reality

Appendix A

List of Variables and Parameters

Of the various parameters listed in Table A1, the variable parameters include the
number of active antennas at base station i, Mi, and the bandwidth per user k or at each
site, B. Furthermore, the capacity bands can be turned on/off at each site depending on the
traffic demand.
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Table A1. List of variables.

Variable Symbol Unit Min Value Max Value

Number of interferering BSs φc 3 6
Number of users in each cell N
Observation time T ms 0 160
Cell radius Do m 0 400
Average requirement per user k Ωk MB
Traffic demand ξ Mbps/km2

Share of active subscribers α(t) % 2 16
Achievable rate per user rk
Signal power S
Interference power I
Activity factor of BS i ηi 0 1
Bandwidth per user k or the bandwidth used at a site B MHz 0 100
Number of spatial multiplexing layers Nk 1 2
Number of users served simultaneously Kc
Power per power amplifier p W
Efficiency of power amplifier η % 0 25
Power amplifier constant ε
Active antennas at BS i Mi 0 64
Distance of a user from a BS D m 0 800
Path loss exponent α 1 ∞
Antenna gain c
Precoding matrix H
Weights matrix W
Local oscillator power consumption Psyn W
Number of sectors Ns 0 3
BS’s no-load power consumption PB W
BS’s fixed power consumption Pf ixed W
BS’s total power consumption Ptotal W
Energy consumption of a BS E J
Sleep delta/mode δ 1 3
Idle time T′ ms 0 160
Sleep level transition times Tac,δi ms 0.0005 15
Total deployment area Ar km2

Base station density β
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