

  telecom-02-00017




telecom-02-00017







Telecom 2021, 2(3), 255-270; doi:10.3390/telecom2030017




Article



Reinforcement Learning-Enabled UAV Itinerary Planning for Remote Sensing Applications in Smart Farming



Saeid Pourroostaei Ardakani 1,*[image: Orcid] and Ali Cheshmehzangi 2[image: Orcid]





1



School of Computer Science, University of Nottingham Ningbo, Ningbo 315100, China






2



Department of Architecture and Built Environment, University of Nottingham Ningbo, Ningbo 315100, China









*



Correspondence: saeid.ardakani@nottingham.edu.cn; Tel.: +86-(0)-574-8818-0000 (ext. 8102)







Academic Editors: Sotirios K. Goudos, Demosthenes Vouyioukas, Shaohua Wan, Paolo Rocca and Achilles D. Boursianis



Received: 30 April 2021 / Accepted: 22 June 2021 / Published: 1 July 2021



Abstract

:

UAV path planning for remote sensing aims to find the best-fitted routes to complete a data collection mission. UAVs plan the routes and move through them to remotely collect environmental data from particular target zones by using sensory devices such as cameras. Route planning may utilize machine learning techniques to autonomously find/select cost-effective and/or best-fitted routes and achieve optimized results including: minimized data collection delay, reduced UAV power consumption, decreased flight traversed distance and maximized number of collected data samples. This paper utilizes a reinforcement learning technique (location and energy-aware Q-learning) to plan UAV routes for remote sensing in smart farms. Through this, the UAV avoids heuristically or blindly moving throughout a farm, but this takes the benefits of environment exploration–exploitation to explore the farm and find the shortest and most cost-effective paths into target locations with interesting data samples to collect. According to the simulation results, utilizing the Q-learning technique increases data collection robustness and reduces UAV resource consumption (e.g., power), traversed paths, and remote sensing latency as compared to two well-known benchmarks, IEMF and TBID, especially if the target locations are dense and crowded in a farm.
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1. Introduction


Remote sensing applications aim to remotely capture and report environmental data samples using sensory devices for further processing and/or decision making. Robust, fast, and accurate data collection plays a critical role in agriculture remote sensing applications. This means farming and/or natural resources are threatened/wasted if late (out-of-date), meaningless and/or inaccurate sensory recordings are reported [1]. For example, farm animals fall into danger and/or are threatened by environmental risks if they are not continuously monitored. According to [2], there are two paradigms to address remote sensing applications: client/server and mobile agent (MA). The former deploys a remote sensing infrastructure to collect and forward environmental data samples through Zigbee, Bluetooth and/or internet links (e.g., 5G). In contract, the latter forwards a mobile object (e.g., drones) for sensory data collection throughout a farm. However, MA remote sensing increases the deployment cost and risk, especially in large and wide areas such as farms [3].



Unmanned Aircraft Vehicles (UAVs) are increasingly used for environmental remote sensing in urban and rural areas such as farms [4]. There are a number of UAV remote sensing applications such as animal behavior monitoring, farm surveying, and herd tracking [5]. UAVs are usually equipped with sensory devices—mainly cameras to collect and report high-resolution environmental data samples. They utilize GPS information on-the-fly and move without a human pilot on-board. However, UAVs can be navigated by users using remote-controllers.



UAV path planning aims to form itineraries to forward either a single or multiple UAVs to do a particular mission such as remote sensing. Path planning algorithms usually suffer from restricted power (and bandwidth) resources, which provide them short traveling distance and limited communication and computation capacities [6]. Due to this, remote sensing UAVs should fly through best-fitted and cost-effective routes to avoid overlapped, duplicated, irrelevant and/or out-of-interest data collection [7]. Yet, they need to utilize efficient path planning approaches aiming to minimize the total flight length and avoid random/blind movement [4]. However, UAVs should avoid performing complex computing algorithms (i.e., path planning and remote sensing computation/aggregation) and/or frequent wireless communication (i.e., network interconnections and flight synchronizations/navigations) to conserve battery resources [8]. Hence, there is still a major gap in the usage/utilization of UAVs in some practices, such as in smart farming. This papers aims to respond to this specific matter.



UAV paths are usually planned according to two categorizes: proactive and reactive [9]. Proactive path planning provides routes in advance. This is a fixed route plan and supports no update during the flight. By this, proactive routing fits no dynamic remote sensing application—mainly mobile object tracking. Reactive routing dynamically establishes the UAV’s routes on-the-fly according to the updating mission or changing environment. However, this may result in increased route planning overhead and enhanced UAV power consumption, especially if the mission/environment is frequently or continuously updated.



Machine learning techniques offer UAV path planning a number of benefits—mainly autonomous and reactive routing in remote sensing application [10]. Reinforcement learning (RL) [11] is a machine learning technique that has the potential to be commonly used for real-time decision-making problems such as UAV route planning. By this, UAVs are able to explore the environment and learn the best-fitted and/or cost-effective paths to the target areas for sensory data collection. Indeed, RL-enabled UAV route planning provides a trial-and-error environment interaction paradigm to figure out optimal routes to fly through. Q-learning [12] is a model-free and value-based algorithm of reinforcement learning that works according to an action-reward approach. This can be used for UAV route planning, as this has the potential to return good-fitting routes (maximized reward) according to the actions (i.e., route plan).



This research proposes a location-aware RL-enabled UAV path planning for remote sensing in smart farms. The study’s novelty is based on its contribution to optimize the use of UAVs for farming practices. This is explored specifically from a combination of power-aware UAV path planning and location-based reinforcement learning, which also responds to key factors in cost-effective UAV flights and dynamic field labeling and partitioning processes. Such an approach enables us to explore optimized practical methods for remote sensing in the farming applications. This research utilizes the Q-learning technique for reactive path planning on-the-fly over a labeled region-based farm. For this, the algorithm dynamically labels a grid-partitioning farm according to the static or mobile sensory targets such as plant, crop and/or farm animals. In turn, it utilizes an energy-aware exploration–exploitation paradigm to interact with the farm and learn the remote sensing target regions. This returns a table of routes/directions according to a weighting function of path length (euclidean distance) and consuming energy. Finally, it forwards the UAV through the optimal routes (shortest with minimized consumed energy) to capture the sensory recordings. The proposed approach offers the following contributions:




	
To take the benefits of RL to interact with the environment and dynamically route the UAV.



	
To propose an energy-aware routing by labeling the farm zones as no-fly, safe-fly and target to avoid blind walk and/or loop.



	
To use a weighting function of path length and consumed energy to minimize the remote sensing cost.



	
To utilize a grid-based field partitioning/labeling to avoid overlapped data collection.



	
To compare and contrast the performance of the proposed approach with infrastructure-based and to heuristic UAV path planning to highlight their superiorities and/or inferiorities.








This paper is organized into six sections, as shown here. Section 2 outlines a review of UAV route-planning algorithms and applications in smart farming. This addresses the existing drawbacks and advances in this field of research. Section 3 introduces the RL enabled UAV path planning approach. This highlights the key features and techniques of the proposed approach. Section 4 explains the research simulation plan and shows how the performance of the proposed approach is tested and evaluated. Section 5 discusses the evaluation of the proposed approach according to four key metrics: (1) average End-to-End delay (ETE), (2) average number of captured data, (3) average battery consumption and (4) average traversed distance. The performance of the proposed approach is compared with two well-known conventional protocols IEMF [13] and TBID [14]. Section 6 summarizes the benefits of the proposed approach and highlights the key points of this research that have the potential to be addressed as further work.




2. Literature Review


UAVs are identified as one of the technology enablers related to IoT (Internet of Things) systems [15] and towards enhancing the smart farming applications [16]. In recent years, a growing number of studies focus on UAV-based approaches for smart farming, suggesting sustainable agricultural methods [17], enhancing smart farming communications [18], and transforming traditional farming practices [19]. The combination of UAVs and IoT-based approaches is recognized as a new paradigm [20,21], leading to further research activities and sensory-based approaches to enhanced smart farming. Some studies highlight the UAV-based applications for better communications in agriculture [22], including methods of digitizing agriculture and achieving precision agriculture. As suggested by [23], there is still scope for further development to utilize deep learning, especially when combined with key technological advances such as UAVs. From a much broader understanding, we could see UAVs to be applicable to overcome smart farming challenges; for instance, by using the visible light sensors (RGB sensor) and UACE camera capture [24] to enhance communications in an easy and low-cost way. In other studies, the use of distributed simulation [25] is an effective approach in managing connections and communications, which are then more effective for smart farming practices.



In the area of smart family, we see more studies focusing on UAV integration in the IoT or IoIT systems. Such integration is helpful, as it enables us to optimize the IoT solutions [26], provides better data management for smart farming practices [27], and embraces a wide technological development in the field of smart farming [28]. The architecture model, as described by [29], highlights the role of communication technologies and IoT-based platforms, enabling sensory systems to provide “immediate monitory and optimisation of crops”. In doing so, we note a range of challenges and shortfalls regarding controls and applications [30], and limitations for multi-sensory systems and technologies, and battery life. Thus, this study aims to address some of these common limitations and help to consider ways that could be used for optimizing the UAV application in current and future smart farming practices.



Existing literature already highlights the role of smart farming as a crucial approach to developing sustainable agriculture [31]. More recently, deep reinforcement learning has been used to optimize UAV navigation and to provide better connectivity and communication [32]. This approach has broadened areas of innovation such as modeling and coverage of field areas [33], target tracking [34], and battery management [35]. The cooperation between the management aspect and enhancing the IoT system is useful for UAV-enabled or UAV-based methods, particularly that we could go beyond just the common areas of irrigation, fertilization, and disease and weed detection [36]. An important area is to manage battery life, which could be done by enhancing the navigation and route decision-making of the UAVs. In this study, we cover key aspects of coverage path planning, such as the one identified by [37] and move towards more integrated approaches that include UAVs, IoT, and battery management. The study also highlights the role of reinforcement learning-based approaches in itinerary planning, particularly to be used for smart farming applications and practices. In doing so, the study suggests optimization methods for routing and pathfinding, which will be directly linked to battery life management for the UAVs when used in the agricultural field.



UAV itinerary planning in smart farms aims to address four key issues: (1) minimizing journey delay, (2) flight distance reduction, (3) increased UAV resource conservation (mainly power), and (4) maximizing the number of collected data samples. For this, a number of route planning approaches have been proposed to forward UAVs through best-fitted and cost-effective routes. They are categorized into two classes including heuristic and infrastructure-based. Heuristic path planning is a widely used technique to reactively find the paths for UAVs to move. They usually utilize a greedy function to find routes according to the applications or user requirements, such as reduced delay. For example, IEMF (Itinerary Energy Minimum for First-source-selection) [13] is a greedy algorithm that heuristically finds the closest visiting location via minimum battery consumption path. This allows UAVs to start from a starting location, and finds the next location with minimum distance and consumed energy. On the other hand, infrastructure-based UAV path planning forwards UAVs through an infrastructure (e.g., tree or chain). Tree-Based Itinerary Design (TBID) [14] proposes a tree-based infrastructure (spanning tree) for mobile agents (e.g., UAVs) to move through and collect sensory data. For this, TBID forms a set of concentric zones around the (single) user access point. In turn, a tree is formed from the most inner zone to the outer ones through minimized euclidean distance links. The inter-zone links form the tree trunk, whereas the intra-zone links shape the tree branches.



RL-enabled UAV route planning approaches offer remote sensing applications a number of benefits as compared to heuristic and infrastructure-based path planning. Heuristic routing addresses increased UAV resource consumption and data collection latency, especially when the field (e.g., farm) is wide. This forwards UAVs to find the path according to a greedy function with no environment exploration and interaction. On the other hand, infrastructure-based path planning needs to set-up a routing infrastructure for the UAV to go through. This results in significantly increased UAV resource consumption, especially if the environment is highly dynamic. Due to these issues, this paper aims to design a RL-enabled path planning algorithm through which UAVs interact with the environment and learn how to move throughout the field to complete the mission with minimized recourse consumption or delay, and maximized data collection.




3. Research Method


This paper aims to utilize reinforcement learning—mainly Q-learning techniques to route UAVs for remote sensing in farms. This allows UAVs to learn the environment and find the best-fitted and/or cost-effective paths according to an action-reward fashion. Indeed, UAVs autonomously move throughout the farm to capture sensory recordings with minimum cost (e.g., power) and delay. The key objectives of this research are outlined as: (1) minimize path length, (2) decrease data collection delay, (3) reduce UAV’s power consumption, and (4) increase the number of captured data samples.



3.1. Environment Model


This research addresses an environment (farm) model consisting of three keys: sensory points (targets), UAV, and base station. Sensory Points (SPs) are target locations in the farm that should be visited by UAVs for remote sensing. They contain interesting agricultural data such as soil PH, crop growth and/or animal nesting, which should be collected and reported by using UAVs. SPs can be either static or mobile. The former is a particular fixed location in the farm (e.g., sensing plant/crop growth), whereas the latter moves throughout the field (e.g., monitoring the behavior of animal herds).



UAV moves over the farm to visit SPs and remotely collect/aggregate agricultural data. This is highly power constrained, and equipped with on-board cameras and/or sensors to capture data samples and a GPS to find the location information. To reduce power consumption, the UAV avoids continuously transmit taken images and/or collected data via wireless/internet links to the user’s access point/server. However, it utilizes a lightweight aggregation function to combine collected data samples and report the aggregated results when it returns home.



The base station is the end-user access point that manages remote sensing missions. This factor usually has no power or communication constraints. Base station forwards the UAV into the farm for remote sensing journey, and collects sensory recordings reported by the UAV when it returns to deliver the collected data and/or re-charge the battery.



As Figure 1 shows, the farm is partitioned as a grid according to the acquired location information from GPS. Each partition is labeled as no-fly, safe-fly, or SP zones according to the application. SP zones are the target areas to be visited by the UAV for remote sensing. Safe-fly zones have no data for the UAV to collect. However, a safe-fly zone might become an SP zone if a mobile SP (e.g., animal herds) moves into it. The UAV should avoid flying over no-fly zones, whereas it should minimize the flight time over safe-fly zones.The partitions are discovered, and the labels are updated during the environment exploration phase.




3.2. Reinforcement Learning


Reinforcement learning (RL) [11] is a machine learning technique that allows agents to learn suitable behaviors through environmental interactions. This is widely used to solve problems aiming to achieve specific goals by using interaction-enabled learning strategies.



Q-learning [12] is a model-free and value-based algorithm of reinforcement learning. This works according to an action-reward approach. Q-learning updates a Q-table (including a number of Q-values) according to taken actions until the best-fitted reward is achieved. For this, a Q value, which is considered as an agent, takes action A at a state S to get a particular reward according to the application. Q-learning works in an iterative fashion, which increasingly updates the Q-values according to the taken actions until the best (or required) reward is achieved. The results of Q-values update Q-table as Table 1 shows.



Equation (1) formularizes Q-value computation according to the taken action and for each state. According to this,  α ∈ (0, 1) is the learning rate that allows the algorithm to explore the environment faster or slower,   R t   is the action reward received at time t, and  γ ∈ (0, 1) is the discount future reward factor that controls the sum of an infinite number of rewards to stay finite.


  Q  (  S t  ,  A t  )  ← Q  (  S t  ,  A t  )  + α  [  R t  + γ  max  A + 1   Q  (  S  t + 1   ,  A  t + 1   )  − Q  (  S t  ,  A t  )  ]   



(1)








3.3. Proposed Approach


This research focuses on location-aware RL-enabled UAV path planning aiming to autonomously learn/find best-fitted and cost-effective flight directions/paths to optimize the results of UAV path planning for remote sensing such as reduced data collection delay and UAV power consumption. There are two operational strategies under RL-enabled UAV route planning: exploration and exploitation. The former allows the UAV to take a random path to fly toward the closest SP, whereas the latter forwards the UAV according to what was learned (e.g., achieved reward values) from previous flights. Figure 2 shows how a UAV takes the benefits of RL (Q-learning) to explore and exploit the environment (e.g., farm).



RL assumes UAV as an agent to find optimal routes through constant “trial-and-error” training/interaction with the environment (e.g., the farm and location of SPs). The following outlines the key components of RL enabled UAV path planning approach:




	
Objective: the UAV flies over a farm aiming to visit a constant number of SPs through the shortest path (minimum Euclidean distance) and with minimized delay. Each journey/path has a maximum flight time (e.g., 20 min) to meet the battery constraints.



	
States: UAV’s location and residual battery.



	
Action: flight direction and/or route.



	
Environment: a map of labeled regions (e.g., SP or no-fly), the reward algorithm, and mission termination function.



	
Reward: two rewards, including a positive if a SP is visited and a negative if the UAV moves into no-fly zones or loop.



	
Termination: if the UAV visits all SPs, or runs out of battery.








The RL-enabled UAV path planning algorithm aims to explore/exploit the farm and update the Q-table with the rewards achieved. The UAV gets positive rewards if it flies over SP zones and captures the remote sensing recordings, whereas it receives a penalty if moves to no-fly areas. To avoid loops, the UAV receives a negative reward if it continuously moves over safe-fly zones for a while with no SP-visit success. This results in reduced UAV power consumption, and data collection delay. The UAV explores the farm and moves until no SP is left or residual battery drops below a threshold. Otherwise, it returns to the base station to re-charge the battery, deliver the remote sensing recordings and plan the next journey. The remote sensing journey is finished if all SPs are visited. Figure 3 depicts the UAV route planning approach.



The UAV returns the base station to deliver the results in three cases: (1) all SPs are visited and the collected data should be delivered to the base station. The UAV might be able to transmit remote sensing recordings (e.g., photos) to the base station via internet links. However, this results in increased communication overhead and consequently power consumption, especially if the farm is wide, data volume (e.g., image quality) is large and/or SPs are crowded and dense. By this, UAV should return the sink to deliver the data with minimized power consumption, and (2) the UAV’s battery meets the threshold. For this, the UAV cannot move forward and visit the next SPs, but it should only return home for battery re-charge, and (3) a (part of) remote sensing mission in a particular/target field/farm is finished. The proposed approach has the potential to support remote sensing with multiple UAVs. Under this, each UAV labels the zones and autonomously detects and/or recognizes its own target areas (e.g., particular SP zones). This should terminate the remote sensing mission and return it to the base station if there is no SP left unvisited in the allocated target zone. This point addresses multi-UAV remote sensing with no overlapping or uninteresting data collection.





4. Simulation


Simulation is broadly used to implement and test UAV route planning approaches, as real-world UAV routing implementations are expensive and risky. OMNET++ [38] is used in this article to study the performance of the proposed approach according to a simulated remote sensing scenario. This is a component-based network simulator and utilizes INET [39] to support communication models and node mobility.



This simulation aims to test and study the performance of the RL-enabled UAV path planning approach for remote sensing in smart farms. The simulation results are compared with the performance of two well-known UAV (or MA) path planning approaches, including IEMF (a power-aware version of LCF [40]) and TBID, which are widely used in the literature [2,41,42,43]. Four key metrics are measured to study the performance of the proposed approach: average End-to-End delay (ETE), average number of captured data, average battery consumption and average traversed distance. These metrics are commonly used to evaluate the performance of UAV path planning g algorithms [6,9,34,44].



4.1. Simulation Setup


This addresses a 2D simulation to model UAV remote sensing applications in smart farms. Since this is a 2D simulation, UAV’s altitude has no impact on the results of the study. However, in a real scenario, UAV can fly with a constant operational altitude and speed during the whole data collection process. As Figure 1 shows, a 3 × 3   km 2   farm is simulated with three types of network nodes, including UAV, SPs and base station in a field of 5 × 5   km 2  . Through this, the base station is localized in the center of the farm to collect and aggregate remote sensing recordings from the UAV. The central location of the UAV station would enable better accessibility for data collection, more route options, and better flexibility for different directions. Since UAVs are mobile devices, they can move to any other allocated spots for services and maintenance. SPs are either static or mobile (constant speed of 1 m/s) and randomly distributed throughout the farm. They generate a random value as sensory recordings at a particular timestamp.



According to the simulation deployment, a single base station is localized in the center of a farm, which includes a network of randomly distributed SPs. For this, the SP distribution model generates a number of simulation seeds to randomly localize SPs in the farm. By this, the UAV should fly and visit SPs, which are randomly localized in each simulation iteration. This situation is similar to the simulation scansions, which randomly localize an UAV in a farm with fixed SPs. This minimizes the impact of the UAV’s (initial) location on the simulation results and supports a realistic scenario in which the location of SPs randomly changes according to a fixed UAV localization.



The UAV is mobile (with a constant speed of 20 m/s) and moves using a route planning approach. It starts its journey from the base station and utilizes a battery consumption model according to Matrice 200 (0.055 unit/s in ideal/clear-flight conditions) [45]. The UAV is able to remotely sense targets within a limited range of 200 m. This means each (static or mobile) SP forms a circle of 200 m around as SP zone.



This simulation supports IEEE 802.11 and Carrier Sense Multiple Access (CSMA/CA) MAC protocol to address a collision-free wireless channel sharing and communication between the base station and the UAV. Yet, this simulation uses a Line-Of-Sight (LOS) wireless signal propagation model, which assumes no wireless interferences caused by an obstacle (e.g., trees) and/or the environment (e.g., weather).



Statistical power analysis technique [46] is used to compute experiment repetitions required for this experimental design. This technique calculates the number of repetitions according to a target confidence level by measuring the population standard deviation for a (randomly selected) subset of experiments. According to the results, 300 repetitions are required to achieve a confidence level of 90% confidence based on the simulations of 50 experimental repetitions under this simulation scenario.



A varying number of SPs including 64, 128 and 256 (of which 25% are mobile and 75% are static) is randomly distributed throughout the farm field. The UAV visits the SP zones to collect the value. Table 2 summarizes the simulation setup parameters:




4.2. RL Routing Simulation


This simulation allows studying of the performance of RL enabled UAV path planning for remote sensing applications in smart farms. The simulation addresses a  ε -greedy routing algorithm aiming to maximize the reward value according to the environment exploration–exploitation paradigm. Through this, UAV starts to explore the area and update the reward using random flight plans. This takes the random actions (depending on  ε  value, which is exploration probability) and moves throughout the farm and receives a positive reward if the route ends at an SP zone. In contrast, a negative reward is recorded if the UAV blindly flies over either a fly or no-fly zone with no SP visit. This algorithm is repeated until either all the SPs are visited or simulation time is finished. Then, this aims to forward the UAV for remote sensing according to an exploitation fashion. According to Algorithm 1, Q-learning values are computed using Equation (1), where either a positive or negative reward (rt) is applied with learning rate ( α  = 0.01), future reward discount factor ( γ  = 0.1) and exploration probability ( ε  = 0.1) [47].



	Algorithm 1: Q-learning for UAV Routing.
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5. Results and Discussions


This section outlines and discusses the simulation results to study the performance of RL enabled UAV path planning for remote sensing applications by measuring four route planning metrics including (1) average End-to-End delay (ETE), (2) average number of captured data, (3) average battery consumption and (4) average traversed distance. This compares the results of RL-enabled UAV path planning with two well-known benchmarks (IEMF and TBID) to highlight the benefits of RL-based route planning against heuristic (IEMF) and tree-based (TBID) routing techniques.



5.1. Average End-to-End Delay (ETE)


End-to-End delay (ETE) is measured since a UAV starts a remote sensing mission until it completes data collection and returns to the base station. This metric is used to study the performance of route planning algorithms to forward UAVs through short and loop-free paths. This approach offers a number of benefits—mainly enhanced data freshness.



As Figure 4 shows, Q-learning outperforms IEMF if the number of SPs is increased. This stems from the exploration–exploitation capacity of Q-learning that allows environment interaction aiming to learn the best-fitted actions and find a greater number of SPs (maximize the reward). Hence, Q-learning reduces ETE as compared to IEMF if SP density is increased and a greater number of SPs is visited during exploration flights. However, IEMF works according to a heuristic and greedy approach, through which SPs are visited one-by-one based on their distance to the current UAV’s location. This increases ETE when the number of SPs is increased.



IEMF outperforms Q-learning (and TBID) when SPs are rare. This is because the UAV wrongly finishes the remote sensing mission and returns to the base station, as it is unable to find any close SP to the current location. Indeed, IEMF forwards UAV into the base station with a minimized latency, as this suffers a lack of environment interaction to discover the farm fully. Figure 5 supports this and shows how IEMF addresses longer ETE for each visited SP if SPs are rare (e.g., 64).



TBID outperforms Q-learning and IEMF UAV route planning as this establishes a spanning tree in advance to move UAV through. By this, the UAV needs to compute no route while flying over the farm for remote sensing. This results in reduced ETE.




5.2. Average Number of Captured Data


UAV remote sensing aims to collect, aggregate, and report the maximum number of sensory recordings (e.g., farming values). According to this, better performance is achieved if route-planning algorithms forward UAVs through best-fitted paths into target areas. By this, the UAVs are able to discover a greater number of SPs and collect maximized number of data samples. This results in increased data robustness and data collection accuracy.



According to Figure 6, Q-learning addresses a better data collection performance if SPs are crowded. This is because Q-learning has the capacity to interact with the environment and discover SPs. It takes location-aware actions that forward UAVs through loop-free paths to explore the environment and update the Q-table. This allows remote sensing to capture a greater number of sensory data samples. However, the number of captured data is reduced in Q-learning as compared to TBID if SPs are rare. This is because TBID forms a tree-based infrastructure to forward the UAV through and collect the data. This links SPs as a tree just before stating UAV remote sensing mission. By this, TBID-enabled UAV routing can visit a greater number of SPs, especially if they are rare and difficult to find through environment exploration.



IEMF underperforms Q-leaning and TBID when SPs are rare. This is because IEMF utilizes a heuristic route planning paradigm to find and visit SPs. This is unable to find (mobile) SPs if they are (or move) far from the current location (e.g., Farm’s center). By this, IEMF wrongly forwards the UAV to the base station to finish the remote sensing task. However, IEMF has a better performance when SPs are crowded.




5.3. Average Battery Consumption


Power resource consumption (e.g., battery) is a key in UAV remote sensing as UAVs are highly power constraint. This is measured to study the capacities of the UAV route planning algorithm to move UAVs through cost-effective paths with minimized power consumption to collect and report sensory recordings. Average battery consumption measures the amount of power consumed for the whole the procedure since the routing infrastructure is deployed until the remote sensing mission is finished.



As Figure 7 depicts, Q-learning outperforms both the benchmarks when SPs are crowded and dense. This is because Q-learning aims to find the best-fitted actions (flight location and direction) according to the current states to maximize the rewards. Thus, the proposed UAV routing algorithm takes the residual energy level and flight distance into account to select minimum cost routes, consequently reducing battery consumption. However, IEMF reduces consumed battery if SPs are rare. This is because IEMF has a limited ability to discover the farm and SP’s locations. By this, the UAV leaves the remote sensing mission uncompleted and wrongly returns to the base station even though there are still unvisited SPs on the farm.



TBID underperforms Q-learning and IEMF due to the cost of tree-based infrastructure establishment. This forms a spanning tree to forward the UAV through for remote sensing. This results in increased power consumption, especially when the number of (mobile) SPs is increased.




5.4. Average Traversed Distance


Flight traversed distance reduction plays a key role in UAV route planning algorithm design. UAVs may traverse to discover the area, find SPs and/or setup the routing infrastructure. Increased traversed distance addresses enhanced battery consumption and increased ETE. Hence, a better route planning performance is achieved if the algorithm/technique is able to forward UAVs through minimized distances to complete a remote sensing mission.



Figure 8 shows that Q-learning reduces the UAV’s average traversed distance as compared to IEMF if SPs are dense and crowded. This is because Q-learning takes the flight distance into account during environment exploration. Hence, the UAV learns the environment and finds the best movement to go through if the reward (minimized distance) is maximized. However, IEMF is able to only heuristically discover the SPs using a greedy algorithm. Hence, this increases the UAV movement, especially when the number of SPs is increased.



TBID outperforms both Q-learning and IEMF as this forms a spanning tree to forward the UAV through. This results in the reduced traversed distance because the UAV movements are restricted into the tree infrastructure. However, this forwards UAV through longer and re-established paths to collected data from unvisited SPs when the number of (mobile) SPs is increased.





6. Conclusions and Future Work


This paper utilizes the reinforcement learning technique (Q-learning) in UAV path planning for smart farm remote sensing. This addresses an autonomous UAV itinerary planning, which is established based on the Q-learning exploration-exploitation paradigm. Under this study, a single UAV is programmed to autonomously fly, discover the environment (autonomous zone-based labelling) and record the sensory points (SPs) with minimum cost/delay and maximum accuracy. Yet, this UAV collects, aggregates, and reports the sensory recordings to the base station for the end-user further processing and/or decision making.



The performance of Q-leaning enabled UAV routing is compared with two benchmarks, including IEMF and TBID. This allows us to study the superiority and efficiency of reinforcement learning and environment exploration techniques compared to infrastructure-based (e.g., tree) and/or heuristic UAV route planning approaches. According to the results, Q-learning enabled UAV remote sensing offers a number of benefits, including reduced energy consumption, ETE, and traversed distance, and an enhanced number of captured sensory recordings, especially if SPs are crowded and dense. This shows that Q-learning allows us to find the best-fitted (e.g., minimized ETE and distance) and cost-effective (e.g., power consumption) paths to visit SPs and capture sensory recordings. However, infrastructure-based UAV route planning approaches reduce ETE and traversed distance, although they address increased power consumption required to establish the infrastructure. The energy consumption is significantly increased in infrastructure-based UAV route planning if SPs are highly mobile and the infrastructure needs to be repeatedly updated. Yet, heuristic UAV path planning increases power consumption, ETE, and traversed distance as it forwards UAV according to greedy algorithm. According to the simulation results, this addresses wrong flight directions and leaves remote sensing missions incomplete because the IEMF enabled UAV fails to find the next visiting SP when SPs are rare.



This study responds to the existing research gap on the use of UAV for smart farming. It models and addresses optimizing itinerary planning, path finding, and battery life management. The findings are novel, as the study uses reinforcement learning technique to autonomously partition a farm and dynamically forward UAVs through minimum distance and power composition routes for non-overlapped data collection. In doing so, the study feeds into future research work that aims to enhance the use and integration of UAV use in smart farming practices.



Further investigation on Q-learning UAV path planning optimization is still required. For this, the award function may consider a set of other features such as data-type to address data-centric UAV remote sensing. By this, the UAV can be programmed to fly over a farm and capture particular sensory recordings according to the user interest and/or remote sensing requirement. Moreover, tuned reinforcement learning algorithms, such as Deep Q Network, Proximal Policy Optimization and meta-reinforcement learning, can enhance path planning performance.



Future research studies need to consider the effects of the relation of the field’s dimensions on the suggested algorithm. While this study uses a simplified model, future studies could benefit from utilizing this study’s findings to explore a more realistic situation, such as irregularities of the field shape, field size, and target areas of the field.
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Figure 1. The farm model. 
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Figure 2. Exploration–exploitation for the RL enabled UAV. 
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Figure 3. UAV path planning. 
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Figure 4. The average ETE (based on synthesized data of the model generated for this study). 






Figure 4. The average ETE (based on synthesized data of the model generated for this study).



[image: Telecom 02 00017 g004]







[image: Telecom 02 00017 g005 550] 





Figure 5. The average ETE per each visited SP (based on synthesized data of the model generated for this study). 
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Figure 6. The average number of captured data (based on synthesized data of the model generated for this study). 
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Figure 7. The average of consumed battery (based on synthesized data of the model generated for this study). 
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Figure 8. The average traversed distance (based on synthesized data of the model generated for this study). 
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Table 1. Q-table.
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	State
	    Action 1    
	    Action 2    
	⋯
	    Action n    





	   S 1   
	Q(  S 1  ,   A 1  )
	Q(  S 1  ,   A 2  )
	⋯
	Q(  S 1  ,   A n  )



	   S 2   
	Q(  S 2  ,   A 1  )
	Q(  S 2  ,   A 2  )
	⋯
	Q(  S 2  ,   A n  )



	⋯
	⋯
	⋯
	⋯
	⋯



	   S n   
	Q(  S n  ,   A 1  )
	Q(  S n  ,   A 2  )
	⋯
	Q(  S n  ,   A n  )
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Table 2. Simulation parameters.






Table 2. Simulation parameters.





	Parameter
	Range
	Parameter
	Range





	Simulation time
	3600 s
	network initialization
	50 s



	repetition
	300
	ambient noise and obstacles
	disabled



	Remote sensing range
	200 m
	SP distribution model
	random



	Base station location
	Farm’s center
	Area size
	3 × 3 km



	MAC
	CSMA/CA
	Communication protocol
	IEEE 802.11



	UAV battery threshold
	10%
	UAV Max flight (one battery)
	30 min



	Mobile SP speed
	1 m/s
	Mobile SP ratio
	25%
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