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Abstract: Computational ghost imaging, as an alternative photoelectric imaging technology, uses
a single-pixel detector with no spatial resolution to capture information and reconstruct the image
of a scene. Due to its essentially temporal measurement manner, improving the image frame rate
is always a major concern in the research of computational ghost imaging technology. By taking
advantage of the fast switching time of LED, an LED array was developed to provide a structured
illumination light source in our work, which significantly improves the structured illumination rate in
the computational ghost imaging system. The design of the LED array driver circuit presented in this
work makes full use of the LED switching time and achieves a pattern displaying rate of 12.5 MHz.
Continuous images with 32 × 32 pixel resolution are reconstructed at a frame rate of 25,000 fps,
which is approximately 500 times faster than what a universally used digital micromirror device
can achieve. The LED array presented in this work can potentially be applied to other techniques
requiring high-speed structured illumination, such as fringe 3D profiling and array-based LIFI.

Keywords: computational ghost imaging; LED; Hadamard matrix; high-speed

1. Introduction

Compared with the conventional imaging method using a sensor array, the most
prominent feature of the computational ghost imaging technique [1,2] is that only a single-
pixel sensor is needed to obtain a two-dimensional image, which gives it the advantages of
high sensitivity, anti-defocus, flexible design and high robustness. Computational ghost
imaging has become one of the research hotspots of advanced optical imaging in recent
years and has been applied to laser radar [3–5], target seeking [6], three-dimensional
profiling [7–10], multispectral imaging [11–13], etc.

A computational ghost imaging system consists of three parts: an illumination modu-
lation module, a light intensity detection module and an image reconstruction module. A
spatial light modulator (SLM) and a light source constitute the illumination modulation
module and create a structured light field with deterministic patterns. The modulated light
field is projected onto the object by an imaging lens. The total light intensity carrying the
information of the object is recorded by the detection module and can be combined with
the known modulated illumination information to compute a digital image using the image
reconstruction module. Computational ghost imaging systems can be applied to dynamic
imaging scenarios, such as living cell imaging and video surveillance. As computational
ghost imaging trades temporal resolution for spatial resolution, high requirements are put
forward for the imaging frame rate of computational ghost imaging systems.

A high-speed SLM is the core device in a computational ghost imaging system, and
its modulation speed has always been a bottleneck limiting the speed of computational
ghost imaging systems. Many schemes have been proposed based on different SLMs, such
as digital micromirror devices (DMDs) [14–16], liquid crystal displays (LCDs) [17] and
optical phased arrays (OPAs) [18,19]. The design and manufacturing process of an OPA is
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complex and difficult, and the response frequency of an LCD can only reach about 1 KHz.
Although DMDs are the fastest existing SLM at a resolution of 32 × 32 pixel, the highest
modulation speed can only reach about 20 KHz. To solve this problem, an LED array
module is proposed as an alternative to the combination of an SLM and a light source due
to its ultrafast structured illumination rate, which greatly improves the imaging speed of
the system. The smaller area of a single LED not only makes the LED array occupy less
space but also makes the single LED switch faster. In recent years, the switching speed of
micro-LEDs [20,21] has reached the nanosecond level due to their area of tens of square
microns, but the cost is high due to the complex technology for the fabrication of micro-
LED arrays and there are technical bottlenecks such as massive transfer. Therefore, LED
chips with a small area of 1 mm × 1 mm were selected for our LED arrays. Additionally,
advanced imaging schemes such as compressive sensing [22–25] can greatly reduce the
number of samples. However, the scheme based on compressive sensing requires huge
computation in the progress of reconstruction, so an evolutionary compressive sensing
algorithm [26] is used to achieve a higher frame rate in our system. In this work, we develop
an LED array as an illumination modulation module and greatly improve the speed of our
imaging system, which reaches 25,000 fps at a resolution of 32 × 32 pixel. By optimizing
and designing the driver circuit design, our system can make full use of the switching
time of single LEDs and display patterns with a frequency of 12.5 MHz. The presented
scheme can not only be used in high-speed dynamic imaging based on a computational
ghost imaging system but can also be applied to other high-speed systems based on LED
arrays, such as Light Fidelity (LIFI), which is a new communication method that uses LEDs
to turn on and off at ultrafast speed to transmit information.

2. Materials and Methods
2.1. LED-Based Computational Ghost Imaging

In an LED-based computational ghost imaging system as shown in Figure 1, the
illumination patterns and reconstruction algorithm greatly affect the imaging efficiency.
In this work, continuous illuminating patterns are displayed by the LED array. A single
modulation is assumed to be Pm and its corresponding signal collected by a single-pixel
detector is assumed to be Sm. When orthonormal patterns are used as modulation patterns,
the object image I with N pixels can be computed by only N measurements in the case of
full sampling, and the reconstruction algorithm can be expressed as follows:

I =
N

∑
m=1

Sm · Pm (1)

The Hadamard matrix H(N, N) was chosen as the modulation matrix, not only be-
cause of the orthogonality of the Hadamard matrix, but also as it consists of only two
values, 1 and −1, corresponding to the two states of LED: on and off. Mathematically, the
sampling process can be described as follows:

S = H × O (2)

where the transfer function vector of the object is assumed to be O = [O1, O2, · · · , ON ]
T

and the vector of the signal is assumed to be S = [S1, S2, · · · , SN ]
T . Considering the

Hermitian property and orthogonality of the Hadamard matrix [27], which is expressed as
H × HT = N × I and H−1 = HT , Equation (2) is converted to the following:

O =
1
N

× H−1 × S =
1
N

× HT × S (3)

Illuminating patterns Pm are reshaped from the mth row/column of an N-order
Hadamard matrix HT . The object image can be reconstructed with known HT and S.
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Figure 1. Simplified LED-based computational ghost imaging scheme.

2.2. Monochromatic LED Illumination Module and Its Driver

The modulation speed of a light field is one of the main factors that limits the imaging
rate of a computational ghost imaging system. An LED array was chosen as the illuminating
module because the switching time of LEDs can reach tens of nanoseconds, which enables
the LED array to display patterns at an extremely high speed. In our previous work [28],
our designed LED-based illuminating module, which consisted of an LED array, a driver
board and an FPGA, could provide illumination with a pattern displaying frequency of
1 MHz. Additionally, the imaging frame rate of the computational ghost imaging system
reached 1000 fps in the dynamic experiment. A schematic diagram of the LED array design
is shown in Figure 2a. Each port controls one row/column of LEDs, so that only 2 × n
I/O ports are required to display illuminating patterns. The Hadamard patterns were
chosen as the modulation patterns but cannot be directly displayed on the LED array.
The display strategy is shown in Figure 2b; Hadamard patterns can be divided into two
parts, which have good symmetry and can be sequentially displayed by our designed LED
array. To suppress noise in the experiment, the differential pattern of the binary Hadamard
pattern also needed to be displayed. In the same way, it can be separated and displayed as
illuminating patterns.
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Figure 2. (a) Schematic diagram of the LED array design; (b) LED array display strategy.

Although the illuminating module achieved a good pattern displaying frequency in
our previous work, the switching time of LED chips was not fully utilized due to the circuit
drive design. In other words, the speed of the LED array did not reach its limit. To address
this problem and improve the imaging speed of the system, we optimized the design of our
system. First, new LED chips (Everlight, New Taipei City, China, SMD 18-038/RSGHBHC1-
S02/2T, red light wavelength 619–631 nm, 1 mm × 1 mm, 20 mA, 60 mW) were used for
our LED array. After testing, the switching time of a single LED chip was about 60 ns, and
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the theoretical flashing frequency could reach 16.7 MHz. Additionally, the size of the new
LED array was reduced to a quarter compared with the old version. Second, a new design
was used for the driver to make the flashing frequency of the illuminating module close to
the theoretical maximum. As shown in Figure 3a, an example of a 2 × 2 pixel LED array
and the circuit of the designed driver is presented.
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Figure 3. (a) Schematic diagram of the LED array driver design. Waveform diagrams for (b) the I/O
signals, (c) the voltage drop of LED when RR = 40 Ω, RC = 200 Ω and (d) the light intensity of LED at
four different states.

In order to achieve the target imaging speed of the computational ghost imaging
system, the driving board not only needs to make sure that the switching time of each
component is faster than the LED but also needs to be able to withstand a large current.
This is because the bandwidth of a silicon-based single-pixel detector is always inversely
proportional to the size of the detection area. A small detection area inevitably leads to a
long optical path and serious light intensity loss, which puts forward higher requirements
for the light power provided by the LED array. The core component of the driving circuit is
an MOS chip, which acts as a switch connecting the power supply/ground and LEDs. The
I/O ports of the FPGA output a square wave signal to turn the MOS chip on or off. The
reason why the I/O ports of an FPGA are not used to directly connect and control LEDs is
that a single I/O port can only provide 30 mA current, which is far from meeting the power
demand of the LED array. In the process of displaying illuminating patterns, the voltage
of a single LED has four states, as shown in Figure 3b–d. The LED chip can be lit only at
state 4, when the I/O R signal controlling the PMOS is low-voltage and the I/O C signal
controlling the NMOS is high-voltage. For the other three states, the voltage drop of the
LED needs to be below the LED threshold voltage. The choice of resistance affects not only
the power consumption of the circuit board but also these four states. Though Figure 3c
presents the voltage waveform when RR and RC take small resistance, in our illuminating
module, it is recommended that RR and RC take a large resistance of KΩ level because of
the lower power consumption. It is worth noting that the voltage of LEDs will increase at
states 1, 2 and 3 as the resistance value of RR and RC increases when the modulated I/O
signal is at a high frequency. While ensuring that V1, V2 and V3 are below the threshold
voltage, an increase in V1, V2 and V3 enables the LED to reach the threshold voltage more
quickly, which leads to a slightly shorter time from extinction to illumination for the LED.
Additionally, the switching time among the four states is determined by the response time
of the corresponding equivalent circuit in each state to the signal, which is not shown in
Figure 3c. Importantly, a quarter of the total LEDs are lit when each illumination pattern
(except the first four patterns) is displayed. This means that the total load is a constant
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when the LED array displays illuminating patterns, which greatly reduces the current
adjustment requirement of the power supply.

3. Results and Discussion
3.1. LED-Based Computational Ghost Imaging System

Our LED-based computational ghost imaging experimental set-up is shown in Figure 4.
Our designed 32 × 32 pixel LED array with a size of 44 mm × 44 mm continuously displays
a sequence of illuminating patterns. The driver board uses PMOS (Toshiba, Tokyo, Japan,
SSM6P56FE) and NMOS (Toshiba, Tokyo, Japan, SSM6N56FE) as switching chips. A camera
lens (JARAY, Liyang, China, f = 85 mm, F/1.4D) is used to image the LED array to a disk
carved with ten numbers from 0 to 9, and the distance between the camera lens and the
LED array is 270 mm. The size of the illumination area on the disk is 12 mm × 12 mm and
can fully contain each number. The disk can rotate at a preset speed, and the maximum
speed is 100 rounds per second. The transmitted light is focused on the detection surface of
the single-pixel detector (Thorlabs, Newton, MA, USA, PDA10A(-EC), 150 MHz, 200 to
1100 nm, active area Ø1 mm) by a collecting lens (Thorlabs ACL50832U, f = 32 mm,
NA = 0.76). The voltage signal from the single-pixel detector is recorded by a digitizer
(Pico Technology, Cambridgeshire, UK, PicoScope 6404D, 2 GS/s) and is used for image
reconstruction combined with the information of illuminating patterns.
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Figure 4. The experimental LED-based computational ghost imaging system.

3.2. Experiment

In our imaging experiment, the frequency of LED array display patterns reached
12.5 MHz, which is close to the theoretical limit of the single LED we used. To obtain a
full sampling image with 32 × 32 pixel resolution, we needed to display 4096 illuminating
patterns, and it took 0.32 ms. In order to obtain a faster imaging speed, we also used
evolutionary compressed sensing to reduce the number of sampling patterns. In brief,
the evolutionary compressed sensing method selects patterns with the maximum weight
value of the previous full sample image as the illuminating patterns of the next frame.
At the same time, we used the signal-to-noise ratio (SNR) to measure image quality. As
shown in the first picture in Figure 5a, the pixel values in the red mark were used as the
signal and the values in the blue marks were used as the background noise. As shown in
Figure 5a, the compression rates of the last three static object images were 50%, 25% and
12.5%, and the respective time taken was 0.16, 0.08 and 0.04 ms. As the compression rate
decreases, the quality of the image deteriorates due to the loss of information. However,
in the acceptable image quality range, it is of great significance to improve the imaging
speed through moderate compression. It is worth noting that we achieved 25,000 fps
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by using a compression rate of 12.5%, and the shape of the object in the digital images
was still discernible. To verify the imaging speeds achieved by the system, we rotated
the disk at 50 and 100 rounds/s as shown in Figure 5b,c; the imaging results for the full
sample and three different compressive rate samples are shown. Due to the change in
light intensity caused by the movement of the object while the LED array displayed each
single illuminating pattern, the movement of the object degraded the imaging quality.
However, even with the disk rotated at 100 rounds/s and the speed of the moved object at
25 m/s, the motion blur of the object was slight. It is important to note that our results only
show raw images. In order to obtain better visual effects of images, we can adopt similar
processing with traditional commercial cameras, such as an image processing method to
remove background noise. Relevant experiments can be found in our previous work [28].
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Figure 5. The reconstructed images using the LED-based computational ghost imaging system.
(a) Reconstructed images of the static object with different compression rates; (b) reconstructed
images of the rotating object at 50 rounds/s; (c) reconstructed images of the rotating object at
100 rounds/s.

4. Conclusions

In this work, we have provided a scheme for the design of a 32 × 32 pixel LED
illuminating module to make full use of the fast switching time of LEDs and to enable
the illumination module to display patterns at 12.5 MHz frequency. The frame rate of
imaging in the computational ghost imaging system reached 25,000 fps, which is one order
larger than in our previous work. In terms of the frame rate of imaging, our computational
ghost imaging system can reach the frame rate of common cameras in the market, whose
maximum frame rate is approximately 1000 fps. Moreover, the feature of single pixel
gives the computational ghost imaging system the advantages of anti-defocus, flexible
design and high robustness compared with traditional cameras. Besides being used as an
illumination module in the computational ghost imaging system, our designed high-speed
LED illuminating module can be applied to other techniques, such as fringe 3D profiling
and LIFI. As the fast-developing micro-LED has a faster switching speed, LED-based
computational ghost imaging has the potential to achieve a faster imaging frame rate.
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