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Abstract: Automotive control functions are becoming increasingly complex and their development
is becoming more and more elaborate, leading to a strong need for automated solutions within
the development process. Here, reinforcement learning offers a significant potential for function
development to generate optimized control functions in an automated manner. Despite its successful
deployment in a variety of control tasks, there is still a lack of standard tooling solutions for function
development based on reinforcement learning in the automotive industry. To address this gap, we
present a flexible framework that couples the conventional development process with an open-source
reinforcement learning library. It features modular, physical models for relevant vehicle components,
a co-simulation with a microscopic traffic simulation to generate realistic scenarios, and enables
distributed and parallelized training. We demonstrate the effectiveness of our proposed method
in a feasibility study to learn a control function for automated longitudinal control of an electric
vehicle in an urban traffic scenario. The evolved control strategy produces a smooth trajectory with
energy savings of up to 14%. The results highlight the great potential of reinforcement learning for
automated control function development and prove the effectiveness of the proposed framework.

Keywords: reinforcement learning; automation; cloud simulation; function development;
co-simulation

1. Introduction

In recent years, the automotive industry has undergone a significant transformation,
with vehicles turning from mechanical systems into highly software-driven systems. To-
day, software has become the most important factor for automotive manufacturers [1],
and approximately 80% of functions in the vehicle are realized through software [2]. A
modern production vehicle usually has more than 100 electronic control units (ECUs) with
millions of code lines [3,4]. This already high level of complexity is projected to grow
exponentially as software is becoming more and more interconnected, both within the
vehicle and with external devices and because automated driving functions come with
more extensive features and stricter regulations apply [1].

As the complexity of automotive software continues to rise, so does the importance of
the underlying control algorithms inside the ECUs that operate the mechatronic subsystems
of the vehicle by converting sensor information into control commands for the actuators.
Thus, the control functions are ultimately responsible for the safe and eco-friendly vehicle
operation and have a strong impact on the overall performance. In the conventional
automotive software development process specified by the V model [5], the control function
development occurs at an early stage of the process, usually involving model-in-the-loop
(MiL) simulations. The resulting control function is then converted into machine code for
the target hardware and deployed on an ECU, typically in a hardware-in-the-loop (HiL)
environment first, where the subsequent calibration process for fine-tuning the control
parameters begins [6]. Although certain steps of the development process, especially code
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generation and testing [7], are partly automated, the majority of the function development
and calibration process is still highly dependent on human experts. The effort for these
tasks, however, is continuously increasing, which is mainly caused by the rising complexity
of function development [1] due to several factors. The urgent demand for sustainable
transportation and the associated stricter regulations such as the expected Euro 7 emission
standard are enhancing the performance requirements [8]. In addition, the growing number
of ECUs sensors and actuators not only leads to additional functionality to be implemented,
but also makes its development more difficult due to the manifold, intricate interactions
with each other. At the same time, the number of vehicle variants and thus the need
for specific, individual software is increasing [9]. Finally, the introduction of automated
driving functions has led to a sharp increase in complexity due to the magnitude of sensor
information and scenarios combined with high safety requirements [1]. As a result, function
development is a time-consuming, costly process that poses challenges even for highly
skilled professionals. In combination with steadily shortening product cycles and the
general cost pressure, the process is prone to generation of suboptimal solutions that do not
fully exploit the existing potential. Thus, the need for process automation is increasing in
order to keep the effort at a feasible level and still obtain high-performing control functions.

Reinforcement learning (RL) constitutes a machine learning paradigm that aims to
learn optimal control strategies [10]. In RL, an agent observes states from its environment
and receives a feedback for its actions in the form of reward or punishment. Through inter-
action via trial-and-error, the agent derives its policy only from the experiences gathered
during the training process. This ability to adapt to its environment and evolve end-to-end
control strategies without human guidance makes RL particularly interesting for automa-
tion in the function development process. Due to the absence of tunable parameters of
the derived control function, it combines both function development and calibration and
thereby leads to a front-loading of the calibration process. By leveraging deep neural
networks (NNs), RL is particularly suited for automotive embedded systems with complex,
non-linear environments and high-dimensional state and action spaces.

The aforementioned potentials of RL have led to a variety of applications in the context
of automotive control. Table 1 shows common vehicular RL applications categorized by
use case and, because all agents were trained in purely virtual environments, sorted by the
utilized simulation software. The table is not intended to be a fully comprehensive review
of all existing literature, but rather an overview and classification of common use cases.

Table 1. RL applications in the context of automotive control.

Simulation Software Automated Driving Actuator Control Energy & Thermal
Management

CARLA [11–15]

CarSim [16–18] * [19] * [20]

Gaming Engines [21–24]

SUMO [12,25–28]

MATLAB/Simulink [18] *, [29] [19,30–32] *, [33–35] [36–39]

GT-Power [30–32] *

* co-simulation.

RL-based automated driving is a very active field of research with numerous publi-
cations. Articles summarized in this column in Table 1 describe approaches where an RL
agent directly affects the longitudinal or lateral motion of the vehicle, e.g., by controlling the
desired longitudinal acceleration or the steering angle. Publications in this field encompass
a wide range of applications, e.g., lane changing [15], ramp merging [27] or automated
parking [18]. Additionally, these publications differ in terms of the scenarios they inves-
tigate, such as inner-city [29] or highway [23] driving, and their primary optimization
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targets, such as improving safety [14] or energy efficiency [28]. The choice of simulation
tools depends on the specific purpose of the research. Automated driving relies heavily on
an accurate perception, so a realistic 3D scenery and accurate sensor simulation is crucial
for studies with realistic sensor vision. Therefore, the 3D simulations CARLA or CarSim
are popular tools but gaming engines are also utilized frequently as they usually feature
sophisticated graphics. Research with a stronger focus on strategic decision making, on the
other hand, often employs the microscopic traffic simulation with Simulation of Urban
Mobility (SUMO), as it realistically depicts the overall traffic dynamics. It is used either
standalone, e.g., in traffic flow optimization [25], or in co-simulation, where it is responsible
for simulating the surrounding traffic. MATLAB/Simulink, one of the most widely used
tools in the automotive domain due to its high flexibility and customization capabilities, is
used less frequently in this area of research.

The column actuator control in Table 1 refers to studies where an RL agent directly
controls at least one active component of the vehicle. These use cases are usually charac-
terized by the optimization of the control trajectory under external boundary conditions,
e.g., a specific torque that needs to be produced. The literature provides the control of
various actuators inside the powertrain, such as an active turbocharger or an exhaust gas
recirculation (EGR) valve [30,31,33] of a combustion engine or the inverter of an electric
motor [34]. Furthermore, applications outside the powertrain, such as an active steering
system [19] or a semi-active suspension [35] control, can be found in the literature. Here,
specialized simulations are utilized to model the specific system that contains the controlled
component. This often involves developing custom models in MATLAB/Simulink or using
specialized tools such as GT-Power for combustion engine modeling.

The third column covers automotive RL applications with a more strategic control task,
operating the complete system rather than certain components. Among others, these include
RL-based control strategies ([36–38]) for hybrid powertrain management as well as torque
distribution [20] and thermal management [39] of electric vehicles (EVs). Similar to the
actuator control, tools and simulation models here are more tailored to the specific use case.

Despite its undeniable potential and many promising proof-of-concept
studies (see Table 1) that show the ability of RL agents to solve complex vehicular con-
trol problems, there are still some major challenges that prevent the wide-spread usage of
RL in the automotive industry. One reason why RL still has a prototype status is that all
studies use different tools that are suitable for the given use case but hard to transfer into a
real application due to their incompatibility with the conventional development process.
These tools are difficult to integrate into existing development pipelines, have real-time
performance constraints, or are not compliant with industry standards and regulations.
Furthermore, general safety concerns due to the RL agents’ black-box nature are present.
The generalization capability and robustness of RL-based controllers can currently not be
assured [40], so new testing methods must be established to guarantee safe operation across
the complete spectrum of possible scenarios. Lastly, its trial-and-error approach results in a
high demand for computationally expensive training episodes, often requiring thousands
to solve even relatively simple problems, which exacerbates the difficult in its application
to many different tasks.

Our contribution aims to lower the barriers of entry for RL-based control functions
and attempts to bring them one step closer towards an application in production vehicles.
We introduce a framework that is more tailored to the requirements of automated RL-based
control function development and demonstrate a potential tooling solution. The central
element is a connection between the open-source RL library RLlib and the commonly
used and well-established dSPACE automotive development toolchain. By leveraging the
associated automotive simulation models (ASM), which are commonly utilized in series
development throughout the entire V-model, a seamless transfer to higher virtualization
levels such as HiL can be realized. Further, the framework offers continuous variation of
the simulated scenario and all model parameters as well as integrated testing capabilities to
continuously monitor the agent’s performance and prove their robustness under different
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conditions. To be able to handle the high training demand, especially in computationally
expensive tasks such as sensor simulation, we transfer the toolchain into the cloud for
distributed parallel execution of the training and testing episodes. Another advantage
of the toolchain is its flexibility both in terms of the use case and the RL algorithm. The
vehicle for which the function is to be developed can be equipped with different sensors,
powertrain topologies and software features. Thereby, all use cases listed in Table 1 could
potentially be covered. Each simulated vehicle component has a clear separation between
the plant and the control model, enabling an easy integration of an RL agent close to the
real software structure. The general interface between the RL agent and the simulation also
leaves flexibility in the choice of the model-free RL algorithm.

The paper is structured as follows: Section 2 gives a theoretical background of RL,
before the framework including the simulation models, the cloud-setup, and the process
flow are introduced. In Section 3, the framework is applied in a feasibility study to learn
an inner-city driving function. Here, the scenario is introduced, before the RL problem is
formulated and the results are discussed.

2. Methodology

The following chapter covers the integration of RL, the core methodology of our
approach, into the automotive development toolchain.

2.1. Reinforcement Learning

RL is one of the three main paradigms of machine learning, along with supervised and
unsupervised learning, which deals with an agent that freely interacts with an environment to
gain experience that is later used to optimize the agent’s strategy. Central to this paradigm
is the definition of the environment as a time-discrete Markov decision process (MDP)
(S, A, P, R), where S is the set of all states, A is the set of all actions, P : S× A× S → [0, 1]
is the transition probability function, and R : S× A× S → R is the reward function. The
agent’s policy is described by an action distribution πθ : S × A → [0, 1] with config-
urable parameters θ. An experience is a single interaction (st, at, st+1, rt), i.e., the state
st ∈ S the agent observes, the action (at ∈ A) ∼ πθ( · |st) it chooses, the successor state
(st+1 ∈ S) ∼ P( · |st, at) the environment transitions into, and the reward rt = R(st, at, st+1)
that is given for it. A sequence of interactions

τ = ((s0, a0, s1, r0), . . . , (sT−1, aT−1, sT , rT−1)) (1)

from a start state s0 ∈ S to a terminal state sT ∈ S is called an episode. RL strives to
maximize the cumulative discounted episode reward

R(τ) =
T−1

∑
t=0

γtrt (2)

where γ ∈ (0, 1] is the discount rate. It does so by modifying the policy parameters θ,
e.g., via gradient ascent [10].

RL agents need an environment to interact with from which they learn to map inputs
to outputs and thus represent the control function itself. Training on real hardware is time
inefficient and costly, and in the case of autonomous driving, it is also highly safety critical.
Therefore, RL agents are trained in simulation models.

2.2. Simulation Environment

Developing control functions for automotive applications typically starts with defining
the requirements and the use cases [41–43]. Based on these definitions, a suitable model
has to be derived or selected to represent the behavior of the plant with a fidelity required
by the function at hand. The level of fidelity also depends on the development stage and
on whether an individual function is tested or multiple functions are integrated. Thus,
a flexible model basis is required to provide a variable level of complexity, which allows
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control functions to be easily integrated to accelerate the development process. A test
environment to meet those requirements is shown in Figure 1. It is based on the work by
Eisenbarth et al. [44] and can be used on different platforms from MiL, software-in-the-loop
(SiL) to HiL and vehicle-in-the-loop (ViL) as well as in local or cloud-based environments.

Detailed Vehicle Simulation Traffic Simulation

Ego Vehicle

Vehicle Dynamics

RL Control Function

Powertrain

Environment

OMNet++

SUMO

Co-Simulation 

Interface

EVI

Synchronization

Veins
position, angle,

velocity

states of selected

vehicles and

signals

traffic and

signal

states

ego states

Figure 1. Architecture of the simulation environment, including an ego vehicle model, traffic and
communication simulation and an interface model.

Main components of this test environment are the detailed vehicle simulation on the
left, the traffic simulation on the right and the co-simulation interface coupling these two
domains. The detailed vehicle simulation is based on the ASM tool suite and represent
a high fidelity ego vehicle and environment real-time simulation model. The term ego
vehicle is used for the vehicle for which the control function is to be developed. The
RL control function comprises a use case independent RL block and individual, optional
pre- and postprocessing functions as described in Section 2.3. The traffic simulation is
based on Vehicles in Network Simulation (Veins) and utilizes SUMO to simulate a vast
quantity of low fidelity vehicle models within a road network, whereas Objective Modular
Network Testbed in C++ (OMNeT++) emulates the communication between static and
dynamic objects. The co-simulation interface synchronizes both simulations and receives
the state of the ego vehicle simulated in ASM and returns relevant traffic objects that are
then perceived by the simulated sensors. Relevant traffic objects are chosen based on a
minimal distance norm in a circular area around the ego vehicle, where an additional circle
around the ego vehicle is defined to select the relevant nodes for vehicle-to-everything
(V2X) communication. Both tasks are handled by the ego vehicle interface (EVI) [44].

Depending on the use case, relevant parts of the simulation environment can be used
individually for function development or unit test and be integrated in a more complex
environment when integrating different functionalities. For instance, an RL agent to control
the engine can be trained using only the powertrain model of a single ego vehicle, whereas
an RL agent controlling an automated vehicle requires a model of the vehicle dynamics and
sensors, along with realistic traffic scenarios which may involve vehicle-to-infrastructure
(V2I) communication. The simulation environment presented in this paper can be used for
both use cases and its individual components are described in the following sections.

2.2.1. Physical Simulation

The ASM tool suite is the basis for the simulation models of vehicle dynamics, pow-
ertrain, sensors and environment as well as for soft ECUs, controlling the longitudinal or
lateral motion of the vehicle. These components are based on open MATLAB/Simulink
models, which are connected via bus interfaces and are separated in plant and control part,
with interfaces to connect external control algorithms directly. Thus, individual subsystems
can be replaced with models of a different level of fidelity or models implemented on a dif-
ferent basis, e.g., functional mock-up unit (FMU), robot operating system (ROS) or virtual
electronic control unit (VECU). This structure can represent a truck with a diesel engine as
well as a battery electric car and both types of vehicles can be used as ego vehicle in the
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test environment shown in Figure 1. The fidelity of the model can easily be adapted. For
example, a mean-value engine model can be replaced by a model simulating the in-cylinder
pressure. For higher level advanced driver assistance systems (ADAS) functions, line,
traffic sign as well as sonar and radar sensors are available, together with an environment
model and an electronic horizon, containing map information based on the v2 standard by
the advanced driver assistance systems interface specification (ADASIS) consortium [45].
For realistic scenarios, the traffic participants and infrastructure around the ego vehicle are
controlled by SUMO, as described in the following section.

2.2.2. Microscopic Traffic Simulation

The traffic flow and communication simulation is based on the open-source software
environment Veins 5.0, connecting SUMO 1.13.0 for traffic and OMNeT++ 5.6.2 for network
communication simulation. This enables the simulation of realistic traffic scenarios, includ-
ing communication between vehicles as well as between vehicles and infrastructure. For
instance, scenarios can represent rush hour in a city and be used for powertrain function
development with a realistic load cycle as well as for automated driving functions control-
ling vehicles in dense traffic without the need for individually modeling the behavior of
the surrounding vehicles. SUMO simulates the movement of individual traffic participants
through a given road network. The traffic demand can be multimodal, and each partici-
pant has its own route and obeys traffic rules and lights. Every traffic participant is also
represented by a node in OMNeT++, where the communication is simulated including in-
terference effects and shadowing by other moving objects or buildings. Figure 2 illustrates
the co-simulation of ASM and SUMO. On the left, the ASM simulation is visualized by
MotionDesk where the blue ego vehicle can be seen. This vehicle is shown on the right side
as a yellow vehicle in the SUMO graphical user interface (GUI). The synchronized states of
the traffic light are also highlighted in both simulation tools.

Figure 2. Simulation environment with ASM (left) and SUMO (right).

2.3. Distributed Learning Framework

To overcome the challenges of on-policy data generation and model execution speed,
as outlined in Section 2.1, a cloud setup as well as a proprietary software interface has been
developed. Basis for the cloud setup is SIMPHERA [46], which offers a web-based interface
for parametrization, parallel simulation and analysis of individual scenarios.

The proprietary software interface is based on a master–minion architecture. Figure 3
illustrates the training process, which is managed by the master in a cyclic manner: At
the beginning of each cycle, the master extracts the policy NN and sends it to the minion
along with the training and scenario parameters to concertize the logical scenario used
for simulation. This prompts the minion to start a configurable number n of parallel
simulations, each tasked with completing an episode, and to wait for them to finish. Should
the number of generated experiences not be sufficient after they have terminated (e.g.,
if the model entered a catastrophic state and therefore a simulation could not continue),
the minion starts additional simulations. Once the necessary amount of data has been
collected, it is sent back to the master via TCP/IP using a custom protocol. Subsequently,
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the master interfaces the open-source library RLlib [47] and trains the agent with the data
the minion generates. After updating the agent, the cycle starts again. Besides these training
cycles, so called validation cycles are performed continuously after a pre-defined number
of training cycles. The difference between the two types is that, during validations, only
one simulation is performed, and in this simulation, the agent’s actions are not sampled
stochastically according to πθ , but rather by just taking the policy’s mean. Thus, a more
comparable snapshot of the agent’s performance and a reproducible behavior of the control
function are attained. Additionally, key performance indicators (KPIs) can be defined to
assess the performance of the control function during a validation run. These KPIs can be
used to stop the training process once an agent has been trained sufficiently according to
the requirements defined earlier.

Master Minion

Extract current policy, choose 

training/validation run

Parametrize n simulations and 

overwrite the policy NN

Start n simulations and wait for 

them to finish

Enough

data?

Gather the generated data and 

calculate KPIs

Train the agent and update its 

policy NN

Experiences, KPIs

Policy NN,

training/validation

settings,

and scenario parameters

[yes] [no]

Evaluate training progress and 

KPIs

[yes]

[no]

Store final 

policy NN
Training

done?

Figure 3. A training cycle in the proposed cloud-framework.

The training process described above is orchestrated by SIMPHERA, using its intelli-
gent test control interface to execute simulations, calculate KPIs, and collect results. This
cloud setup is shown in Figure 4, together with the workflow for developing an RL-based
control function on the left. Initially, the function to be controlled is defined and an RL
block and optional pre- and postprocessing functions are integrated into the corresponding
control function model (c.f. Figure 1). Next, the training is configured by selecting the
relevant component of the plant model and the scenario, defining KPIs and stating the
training settings including the definition of the state and action space as well as the reward
function. After these manual steps are accomplished, the presented framework starts to
generate the control function automatically and no further human intervention is required.
Initiating a training configured this way, SIMPHERA starts and configures containers in a
cloud environment for master and minion, before the training process shown in Figure 4 is
conducted, wherein individual containers are highlighted with a gray background. During
training, SIMPHERA combines the individual components of the plant model and control
function into one joint application and starts a large-scale execution of the application with
n simulation containers composed of the setup in Figure 1. This step also includes the
concretization of the logical scenario, where each simulation instance receives a different
concrete scenario, allowing for a broad bandwidth of situations. Thus, the generalizability
of the agent is also promoted, so that it achieves a better performance in unknown situa-
tions. The central component of the control function is the RL block, which is responsible
for executing the policy NN, storing experiences and sampling the action according to the
applied RL algorithm. The weights and biases of the policy NN are send to the minion for
each cycle. Because the RL block uses TensorFlow Light Micro [48] and is written in C++,
the RL-based control function can be easily compiled for real time prototyping hardware.
The RL block can be accompanied by customized modules for pre-processing observations
(e.g., min–max normalization) or post-processing the actions (e.g., denormalization or
safety filtering), but can also be executed standalone when learning an end-to-end policy.
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After an episode is finished, the calculated KPIs and experiences are sent to the minion.
Because this simulation is based on a containerized architecture, it can be scaled freely
according to the available cloud resources. Once the master determines a sufficient training
progress based on the KPIs defined, the large-scale simulation and intelligent test control is
shut down and the final policy NN as well as the training results are stored.
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1
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Figure 4. Architecture of the RL function development framework. The gray background represents
individual containers in the SIMPHERA environment. The plant model in this schematic shows a
coupling of ASM and SUMO.

3. Feasibility Study

To showcase a potential application of the framework introduced in the previous
chapter, an exemplary feasibility study was conducted. Here, a longitudinal controller
for an automated vehicle represents the control function to be developed using RL and
the presented simulation toolchain. The controller has the goal to generate a smooth and
energy-efficient trajectory while considering different safety aspects.

3.1. Scenario

For the training and validation of the agent, a route was selected on which the ego ve-
hicle, simulated in ASM, interacts with other traffic participants and traffic lights controlled
by SUMO.

3.1.1. Route

The simulation environment is based on a real road network in Paderborn, a medium-
sized city in Germany, described in [49], where the traffic volume is calibrated to match
actual traffic measurements. All traffic lights along the route are switched with a 90 s
cycle period and a yellow-light phase with a duration of 3 s is present at the transition
from red to green. Within this scenario, a route representative for a typical inner-city drive
with a length of 3.7 km is selected. Along the route, different speed-limited zones (30, 50,
and 70 km h−1) and different number of lanes (1–2) occur. Further, it contains 9 signalized
and 18 unsignalized intersections. There is right of way along the entire route and all
left-turning traffic lights are exclusive. The route with all features is depicted in Figure 5.
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Figure 5. Ego vehicle route with signalized intersections and speed limits [50].

3.1.2. Ego Vehicle

The ASM suite is configured to model the ego vehicle as an EV with a single permanent
magnet synchronous motor. The motor is connected to the rear wheels via a differential with
an integrated single-stage gear set. All vehicle and powertrain parameters are calibrated to
match a BMW i3 vehicle and are listed in Table A1. To be as close as possible to the real
application, the ego vehicle is equipped with various, non-ideal environment sensors. The
radar sensor enables the detection of vehicles located up to 150 m in front of the ego-vehicle
and provides a list of up to 15 objects. Each object is characterized by type, which contains
the information if the object is a vehicle and its velocity as well as its position relative
to the ego vehicle. The camera sensor provides the position of the ego lane boundaries
at a distance of 10 m to 50 m in front of the ego vehicle. For this purpose, the positions
of 5 equidistant points on each side of the lane are obtained. Both sensors are located at the
front of the vehicle and consider effects such as masking and noise. In addition, the ego
vehicle incorporates an electronic horizon and receives signal phase and timing (SPaT)
messages via V2I. The lateral control of the ego vehicle is performed by a conventional lane
keeping controller.

3.1.3. RL Control Function

The task of the control function, which represents the system to be developed, is to
provide safe, efficient longitudinal guidance of the vehicle by determining a target torque
as a function of the given sensor information. The functional architecture is shown in
Figure 6 and can be logically divided into the three parts preprocessing, RL block and
postprocessing. The sensor data is preprocessed by a fusion algorithm that matches the
camera’s lane information with the object list from the radar sensor to find the relevant
target vehicle. Further, information about road curvature, speed limits, road slope and
traffic light states along the upcoming segments are extracted from the electronic horizon
and the V2I messages, respectively. These processed data are then used to calculate the state
signals s and the reward r for the current time step (see Section 3.2). These two quantities
are input into the RL block where they are sampled and then used to determine the agent’s
action, the desired acceleration of the ego vehicle aAgent.
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Figure 6. Control function architecture.

In parallel, the safety function ensures safe driving conditions by calculating a safe
acceleration request aSa f e. Here, the following safety criteria are considered:

• Collision: safety time gap (1 s) and distance (1 m) to the preceding vehicle are assured.
• Speed limit: compliance with legal speed limits is guaranteed.
• Curvature: the curve speed is limited to ensure that a lateral acceleration of 3 m s−2 is

not exceeded.
• Traffic light: red-light violations are prevented.

For each item, a kinematic model of the ego vehicle is used to calculate the maximum
acceleration at which the respective criterion is just fulfilled. aSa f e then equals the minimum
of these four calculated acceleration values. The acceleration request aDes, which is formed
from the minimum of aAgent and aSa f e to prevent the agent from entering safety-critical
driving states, is then converted into a target torque TTar by a downstream PI-controller.
This target torque is fed back into the simulation environment and affects the motion of the
vehicle to close the control loop.

3.2. Problem Formulation

The definition of the agent’s interface to the environment and the choice of a suitable
RL algorithm is a crucial step that needs to be performed manually at an early stage of
the RL-based function development process. The state space (see Table 2) contains the
dynamic state of the ego vehicle and information from the environment sensors that are
required to generate a safe longitudinal trajectory. The traffic light status indicates whether
crossing the traffic light in the current lane is permitted. In combination with the next
switching time and the distance, it enables generating an anticipatory driving trajectory.
A velocity band with an upper (vB,u) and lower (vB,l) limit is defined to guide the agent
towards arriving at traffic lights during a green phase. They are determined once when
a new traffic light is detected by calculating the required velocities for earliest and latest
arrival based on the distance and switching time information under consideration of the
speed limits ahead. Both upper and lower speed limits can only be within a range of 70% to
100% of the permissible maximum speed, so as not deviate too much from human driving
behavior. Furthermore, the current safe acceleration from the safety-function is used to
provide information about the criticality of the current driving state. The state signals are
passed to the RL block, where they are used to provide an acceleration demand aAgent as
action within a sample time of 0.2 s. All state variables are min–max normalized according
to the ranges stated in Table 2.

The reward function consists of multiple terms to serve different objectives. The
first term of the reward function penalizes unsafe acceleration requests if the desired
acceleration aAgent exceeds the safety-function acceleration limit aSafe. The deviation of the
ego vehicle velocity vEgo to the upper and lower velocity band limits vB,u and vB,l is taken
into account to guide the agent towards an efficient velocity trajectory and accelerate the
training. Sanctioning the ego vehicle’s acceleration aEgo ensures a smooth movement. The
successful crossing of a traffic light intersection bTL is rewarded as an encouragement to
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maximize the traveled distance. The individual terms of the reward function are weighted
using the factors fSF, fv, fa, and fTL. The complete reward function is therefore defined as:

r = − fSF tanh (max(0, aAgent − aSafe))− fvmax(0, vEgo − vB,u, vB,l − vEgo)
2 − faa2

Ego + fTLbTL (3)

Table 2. Overview of the RL agent’s state and action space.

Type Quantity Range

State

Ego velocity 0 km h−1 to 75 km h−1

Ego longitudinal acceleration −4 m s−2 to 3 m s−2

Ego lateral acceleration −3 m s−2 to 3 m s−2

Fellow distance 0 m to 150 m
Fellow relative velocity −70 km h−1 to 70 km h−1

Traffic-light status 0 or 1
Traffic-light switching time 0 s to 70 s

Traffic-light distance 0 m to 300 m

Current legal speed limit 0 km h−1 to 70 km h−1

Distance to upcoming legal speed limit 0 m to 150 m
Upcoming legal speed limit 0 km h−1 to 70 km h−1

Distance to velocity curvature limit 0 m to 150 m
Curvature speed limit 0 km h−1 to 70 km h−1

Safe acceleration (aSa f e) −4 m s−2 to 3 m s−2

Velocity band lower limit 0 km h−1 to 70 km h−1

Velocity band upper limit 0 km h−1 to 70 km h−1

Road slope −30% to 30%
Action Desired acceleration (aDes) −2 m s−2 to 3.5 m s−2

The model-free, on-policy RL algorithm proximal policy optimization (PPO) is selected
for the feasibility study. Although the on-policy nature of PPO tends to make the algorithm
more data inefficient compared to state-of-the-art off-policy algorithms, PPO stands out in
different areas: first, it has a relatively low number of hyperparameters; hence, the training
process is easy to set up. Second, it is a stable algorithm due to the fact that it optimizes
a surrogate objective function which prevents huge update steps. [51] A fully connected
tanh-activated feed-forward NN with 3 layers, each consisting of 16 nodes, is utilized as
the policy networks inside the RL block.

3.3. Results

This section discusses the results of the feasibility study obtained with the cloud-based
framework presented in Section 2. Both the training of the agent and the validation are
executed via the route defined in Section 3.1.

3.3.1. Training Results

The ASM-SUMO co-simulation is distributed over 10 simulation nodes that calculate
the episodes in parallel. Each episode has a maximum length of 600 s simulation time,
which is equivalent to 3000 samples. In case the vehicle has reached its terminal position
earlier or one of the minions has crashed during the training episode, new episodes are
started until the number of samples requested by the master is reached.

Figure 7 shows the training and validation progress, both in terms of training cycles
and training duration in real time. All quantities obtained from the training episodes are
marked in black, whereas the red points represent results of the validation runs that are
executed after each tenth training cycle and therefore highlighted with a dot. The upper plot
contains the minimum, maximum and mean cumulative reward of the 10 training episodes
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of each cycle as well as the total reward within the validation episodes. The average
reward increases relatively strongly in the first cycles and then plateaus as the training
duration progresses. It reaches its maximum after around 280 cycles and then begins
to decline slightly until the training is stopped after 310 cycles. This trend is replicated
in the validation episodes with minor deviations resulting from the deactivation of the
action sampling. Furthermore, the range between the minimum and maximum reward is
decreased during the training as the variance in the action steadily diminishes while the
agent becomes more experienced. This is indicated by the decreasing entropy in the middle
plot of Figure 7. The lower plot shows the average velocity as an examplary KPI that is
monitored during the training. It takes around 200 cycles for the agent to learn to complete
the entire route. In general, these KPIs can be used to evaluate the training progress with
regard to predefined control objectives.
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Figure 7. Training progress.

Computing the 310 cycles took a total of 160 h, approximately one week. Despite
some minor random deviations caused by slightly varying simulation times and overhead,
the training time is proportional to the cycles. The total execution time over all simulation
instances was 1212 h. Training, parametrization, model download and result upload as
well as validation runs took about 25% of the total execution time, whereas 75% of the
time has been used for parallel simulation. By distributing the simulation to 10 nodes,
the total training is thus accelerated by a factor of 7.5, demonstrating the effectiveness of
the distributed training approach. It must be taken into account that the cloud system has
been optimized for minimal operating cost and not for computational power. Increasing
the computational power and distributing additional nodes for parallel simulation can
further decrease the time required for training.

3.3.2. Validation Results

A validation run of the best performing agent from the training phase is used for
an analysis of the evolved strategy. A rule-based control function based on the intelli-
gent driver model (IDM) [52] (see Appendix B) with the parameters shown in Table A2,
modified to consider traffic lights and velocity restrictions, is chosen as a reference. For
a fair comparison, the simulations with the RL-based and the IDM-based controllers are
conducted using the same traffic scenario and initial conditions. All metrics evaluated in
this chapter refer to a single drive along the 3.7 km route shown in Figure 5.

Figure 8 shows the speed profile of the RL-based and the reference control function.
The red line represents the minimum of the legal speed limit and the curvature speed limit.
The locations of the traffic lights are marked at the x-axes. It can be seen that the agent
operates the vehicle in accordance with the given velocity boundaries. However, the agent
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did not complete the route entirely without safety function interventions. At traffic lights 4
and 7, minor interventions are still required to regulate the exact stopping position behind
the preceding vehicle. Exceeding the legal speed limit is prevented before traffic light 3
and twice after traffic light 8. No safety interventions are necessary to adjust the cornering
speed or to prevent red light violations. A comparison of the velocity trajectories reveals
that the agent tends to accelerate and decelerate less and reaches a lower maximum speed.
While the reference control function fully exploits the velocity boundaries and thus the
vehicle is forced to brake more frequently, the RL-based control function usually maintains
a larger distance to the speed limit. This allows the agent to pass the first three traffic lights
without a stop and a subsequent acceleration phase and generally reduces the necessity to
brake for speed limit reductions or slower preceding vehicles.

TL1 TL2 TL3 TL4 TL5 TL6 TL7 TL8 TL9

Figure 8. Velocity profiles of the RL-based and the reference control functions.

The s–t diagram in Figure 9 visualizes the position of the ego vehicle over time for the
two control functions in relation to the traffic lights and the preceding vehicle as perceived
by the radar sensor in the RL controlled scenario. When no gray line is present, no preceding
vehicle is detected within the sensors range. This demonstrates the agent’s ability to handle
the noisy sensor data. The agent tends to leave a relatively large gap between the preceding
vehicle, but then catches up at the next red traffic light. With this strategy, the agent does
not only avoid stops at traffic lights 1–3, but also reduces the waiting time on other traffic
lights (4, 6, 9). Despite fewer standstill phases, the RL-based control strategy exhibits a
37% lower absolute acceleration on average and a more uniform speed profile compared to
the IDM-based controller. This means that less lossy energy conversion from mechanical
to electrochemical energy and vice versa is required. In combination with the lowered
driving resistances resulting from the reduced maximum vehicle speed, the wheel energy
demand is strongly reduced. In total, the energy consumption is lowered by 14%, from 16.2
to 13.9 kW h per 100 km, with almost identical travel times (IDM: 590 s, RL: 602 s).
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Traffic Light (TL)

Figure 9. s–t diagrams of the RL-based and the reference control functions.
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4. Discussion and Outlook

In this article, an attempt integrating reinforcement learning into the automotive
control function development process is presented. The proposed framework represents
the first coupling of RL and a production-level, automotive development toolchain. The
methodology shows a possible setup and architecture for an RL integrated solution and
provides a first set of process steps for an RL-based development process. The combination
of the dSPACE Automotive Simulation Models tool suite with its diverse set of models
and the microscopic traffic simulator SUMO offers great flexibility in the control function
domain and realistic scenarios for various applications. By utilizing distributed cloud simu-
lations to meet the high demand for computationally intensive training episodes, RL-based
control functions can be generated within a reasonable time frame, as demonstrated in the
feasibility study. The compatibility of the simulation tools to the automotive development
process would now enable a seamless transfer of the evolved control function to the next
development stage, for example in a HiL environment. A valuable extension to be consid-
ered in future work is the introduction of an automated hyperparameter tuning procedure.
For the presented feasibility study, the choice of hyperparameters for the RL algorithm
and the reward function was still performed manually. For future applications, another
automation layer shall be added to the framework to distribute not only training episodes,
but complete training with different hyperparameters. Additionally, enhancing the tool’s
user-friendliness through the development of a general user interface and automating the
process of equipping models with the RL block would further streamline the workflow.

The feasibility study shows that the setup is working and that it is capable of auto-
matically generating a control function for a complex control problem. However, it still
offers improvement potential, as the agent so far is only trained and validated in a single
scenario. The future focus will be on automatically generating driving scenarios to evolve
a more generalized control function. Further, the current RL-based controller still relies to a
significant extend on manually created functions such as the sensor fusion and the safety
function. Therefore, the future goal is to develop an end-to-end policy that directly learns
from the raw sensor information and only requires minor state preparation. Lastly, future
work will make use of the toolchain’s flexibility regarding the computing hardware and
virtualization level and will focus on evaluating the capabilities of the RL-based controller
in real-world scenario by deploying it in a real vehicle using vehicle-in-the-loop simulation.
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Appendix A. Ego Vehicle Specification

Table A1 specifies the parameters of the ego vehicle that is used for the feasibil-
ity study in Section 3. The vehicle dynamics and powertrain are calibrated to a BMW i3
(https://www.press.bmwgroup.com/global/article/attachment/T0284828EN/415571
(accessed on 28 May 2023)) vehicle.

https://www.press.bmwgroup.com/global/article/attachment/T0284828EN/415571
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Table A1. Overview of ego vehicle, sensor and environment data.

Subject Data Value

Vehicle Dynamics

cW-value 0.27
Frontal area 2.38 m2

Unladen weight 1345 kg
Acceleration 0 to 60 km h−1 3.5 s

Top speed 150 km h−1

Powertrain

Motor power (rated/peak) 75 /125 kW
Motor torque 250 N m

Transmission ratio 9.75
Battery capacity 42 kW h

Battery technology Lithium-ion

Camera Sensor Range 50 m
Sensor position / direction front / front

Radar Sensor Range 150 m
Sensor position / direction front / front

V2I SPaT message

E-Horizon ADASIS v2 Standard [45]

Appendix B. Intelligent Driver Model

The IDM [52] is a mathematical model with the goal of reflecting a human driving
style with a relatively simple equation:

aIDM = a

1−
(

v
vLim

)δ

−

d0 + vs.T + v∆v
2
√

ab
d

2
 (A1)

The desired acceleration aIDM is calculated based on the relative speed ∆v and d to the
preceding vehicle or to the next red light, depending on which is closer. vLim is introduced
in the denominator of the velocity term in order to achieve compliance to the legal speed
limit. The parameters of the IDM are shown in Table A2.

Table A2. IDM parameters.

Parameter Description Value

a Maximum Acceleration 3.5 m s−2

b Comfortable Deceleration 2.5 m s−2

T Time headway 1 s
d0 Minimum distance 2 m
δ Acceleration exponent 3.25
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