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Abstract: Autonomous vehicles (AVs), defined as vehicles capable of navigation and decision-
making independent of human intervention, represent a revolutionary advancement in transportation
technology. These vehicles operate by synthesizing an array of sophisticated technologies, including
sensors, cameras, GPS, radar, light imaging detection and ranging (LiDAR), and advanced computing
systems. These components work in concert to accurately perceive the vehicle’s environment,
ensuring the capacity to make optimal decisions in real-time. At the heart of AV functionality lies
the ability to facilitate intercommunication between vehicles and with critical road infrastructure—a
characteristic that, while central to their efficacy, also renders them susceptible to cyber threats. The
potential infiltration of these communication channels poses a severe threat, enabling the possibility
of personal information theft or the introduction of malicious software that could compromise
vehicle safety. This paper offers a comprehensive exploration of the current state of AV technology,
particularly examining the intersection of autonomous vehicles and emotional intelligence. We
delve into an extensive analysis of recent research on safety lapses and security vulnerabilities in
autonomous vehicles, placing specific emphasis on the different types of cyber attacks to which
they are susceptible. We further explore the various security solutions that have been proposed and
implemented to address these threats. The discussion not only provides an overview of the existing
challenges but also presents a pathway toward future research directions. This includes potential
advancements in the AV field, the continued refinement of safety measures, and the development of
more robust, resilient security mechanisms. Ultimately, this paper seeks to contribute to a deeper
understanding of the safety and security landscape of autonomous vehicles, fostering discourse on
the intricate balance between technological advancement and security in this rapidly evolving field.

Keywords: autonomous vehicles; cyber security AV attacks; AV attacks; AV safety; emotional intelligence;
blockchain in AVs; big data and AVs; real-time decision making

1. Introduction

The advent of autonomous vehicles (AVs) represents an important progression toward
the development of intelligent transportation systems. This development prepares the
way for the emergence of brand-new opportunities to improve mobility, environmental
sustainability, and other related sectors of transportation. As a result of the development
and progression of this technology, a rising focus has been placed on fully autonomous
vehicles, also known as FAVs. FAVs represent the most advanced form of vehicular automa-
tion. In terms of the Society of Automotive Engineers (SAE) categorization, full autonomy
corresponds to level 5, which denotes complete driving automation. Vehicles at this level
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are engineered to handle all aspects of dynamic driving tasks under all conditions. They are
capable of independently operating, even when faced with challenging road and climatic
circumstances. The onus of safe operation under every driving condition is entirely on the
vehicle’s systems, requiring no human intervention. These vehicles have been developed
to be capable of handling all parts of dynamic driving activities on their own, even when
faced with difficult road and climatic circumstances. The utilization of accurate, trustwor-
thy, and dependable sensor technologies is essential to their functioning. A conceptual
representation of the functional architecture of these FAVs can be viewed in Figure 1.

Prominent examples of such vehicles in today’s landscape include the Google Driver-
less Car [1], AnnieWAY [2], and Stanford Shelley [3]. These vehicles leverage light imaging
detection and ranging (LiDAR) technology to detect objects and recognize traffic signs. The
sensor data collected by these technologies form a foundation in mission planning, and
the onboard automated systems use this information to make key operational decisions.
For instance, if an obstacle is detected by LiDAR, the mission plan of the vehicle adjusts to
evade a potential collision.

On the other hand, the growing complexity of AVs also brings about the emergence
of new difficulties. An important concern that is emerging is the urge to ensure the safety
and resilience of AV sensors in the face of cyber attacks. The implications of this kind
of attack have the potential to be devastating due to the fact that compromised sensor
data might lead to improper driving reactions, accidents, and even deaths [4]. Camera
hacking is one major concern. In addition to incorrectly reading road signs, an attacker
could also manipulate the camera feed to hide obstacles or other vehicles or create phantom
objects, leading to incorrect and potentially disastrous decision-making by the vehicle’s
Al Similarly, LIDAR and radar systems, which are used by AVs to create a detailed 3D
map of their surroundings, could also be targeted. An attacker could potentially feed the
system false data, causing it to see” obstacles that do not exist, or fail to detect those that
do. The GPS system, which is crucial for navigation, can also be a target. For instance, GPS
spoofing attacks can feed false location information to the AV, leading it to go off course or
even to dangerous locations. As an example, a hacked camera can incorrectly read a speed
limit sign, putting the lives of the vehicle’s passengers and anybody else who uses the road
in danger.

Beyond the vehicle itself, the era of interconnected autonomous vehicles is upon us,
where vehicles can communicate and share environmental data not just amongst themselves
but also with wider infrastructural systems [5]. Although this networking capability
enhances operational efficiency, it is susceptible to potential cyber-attacks. Embedded
control systems such as engine control units (ECUs), which currently manage functions
like electric window controls, may become vulnerable. Any malicious alteration in the
programming code of these critical components during design or implementation can
degrade hardware performance or remove crucial data, leading to potentially serious
consequences [6].

A noteworthy instance of such an intrusion was documented in [7], where a virus was
developed to manipulate messages transmitted via the controller area network (CAN) bus,
a vital communication system linking all vehicle components. This malware was capable of
remotely locking the doors of a vehicle by intercepting the corresponding communications
of the core system. Such security vulnerabilities related to the CAN bus pose significant
threats to driver safety and privacy, and it is crucial to undertake countermeasures [8]. In
this survey, and, in particular, in Table 1, we review and present the state-of-the-art surveys
in the field of autonomous vehicles and categorized them based on their scope. Moreover,
after presenting each work, we highlight the scope of our work and the gaps in the different
fields of autonomous vehicles that we aim to reduce.
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Table 1. Summary of surveys of autonomous vehicles.

Reference Survey Scope

A survey of autonomous vehicles: . - .

. L Focuses on the development of vehicular communication technologies
[9] Enabling communication . . .
. and AVs surrounding data gathering using sensors.

technologies and challenges

Artificial intelligence applications in ~ Provides a detailed review of the utilization of Al in supporting primary
[10] the development of autonomous applications in AVs, namely perception, localization & mapping, and

vehicles: A survey decision making.

Autonomous vehicles that interact ~ Explores factors influencing pedestrian behavior studies, featuring both
[11] with pedestrians: A survey of classical works on pedestrian—driver interaction and contemporary ones

theory and practice involving autonomous vehicles.

Computer vision for autonomous . . . . . .

L Examines perception-related issues for autonomous vehicles, discussing

[12] vehicles: Problems, datasets and the modular pipeline and end-to-end learning-based approaches

state of the art pip & PP '
[13] Planning and decision-making for Offers an overview of emerging trends and challenges in the realm of

. autonomous vehicles intelligent and self-driving vehicles.
. . Investigates the current state of research in environmental detection,

A review on autonomous vehicles: 2 . . . .
[14] pedestrian detection, path planning, motion control, and vehicle cyber

Progress, methods, and challenges . .

security for autonomous vehicles.

Autonomous Vehicles: Our survey comprehensively investigates safety and attack vectors

Sophisticated Attacks, Safety Issues, associated with autonomous vehicles, identifying novel threats and
Our Work . ; . . -

Challenges, Open Topics, suggesting potential blockchain applications and future

Blockchain, and Future Directions research directions.

The purpose of this work is to investigate, highlight, and contribute to the understand-

ing and mitigation of the difficulties that exist in AVs by presenting all factors that frame
them, including the following:

We present an overview of the state of the art in this field of study by providing an
analysis that is comprehensive, specific, and up-to-date on the safety problems that are
associated with autonomous cars and the countermeasures that are related to them;
We analyze all potential attack vectors on autonomous vehicles, an endeavor that has
not been previously undertaken to this extent. To the best of our knowledge, this
paper represents the first comprehensive exploration of such a wide range of poten-
tial threats—a significant contribution relative to previous surveys, which typically
address only a subset of these threats;

We highlight and explore unresolved issues and potential research directions in this
domain, thereby creating a roadmap for future studies in academia;

We present a concrete survey that aims to help readers understand the broader scope
of AVs by navigating different sections in the survey and gaining knowledge that is
summarized based on all references presented here, without requiring review of all
recent works.

The remainder of this article is organized as follows. In Section 2, an overview of

autonomous vehicles (AVs) is presented. Section 3 highlights security attacks on sensor
systems of AVs. In Section 4, cyber security attacks on vehicular networks are analyzed,
while in Section 5, the vulnerabilities of AVs are discussed. In Section 6, vulnerabilities in
deep neural networks and machine learning are shown, while Section 7, highlights how
big data can be applied to AVs. In Section 8, the use of blockchain in AVs is presented, with
an exploration of how it enhances security. Lastly, in Section 9, a discussion takes place,
and Section 10 concludes the article by presenting summarizing points and potential future
directions.
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Figure 1. Autonomous vehicle overview.
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The reviewed research papers delve into the various aspects of autonomous vehi-
cles (AVs), ranging from sensor technologies to user acceptance. Vargas et al. provided
insights into the roles of RADAR, LiDAR, ultrasonic cameras, and GNSS sensors in AVs
and highlighted their performance under different weather conditions [15]. Parekh et al.
comprehensively evaluated the technologies integral to AVs, encompassing environment
detection, pedestrian identification, path planning, motion control, and cyber security [14].
Tian et al. underscored the criticality of testing deep-neural-network-driven autonomous
cars to expose and rectify behaviors that could trigger potentially fatal incidents [16]. Lastly,
Jing et al. investigated the multitude of factors influencing public acceptance of AVs,
including perceived ease of use, attitude, social norms, trust, perceived usefulness, risk
perception, compatibility, safety, performance-to-price value, mobility, symbolic value, and
environmental friendliness [17]. In essence, these studies present a holistic understanding
of the complexities, technologies, and societal factors contributing to the development and

adoption of autonomous vehicles.

In terms of an overview, autonomous vehicles represent the convergence of advanced
technologies aimed at revolutionizing transportation. These vehicles leverage a spectrum
of sensors and artificial intelligence to perceive the surrounding environment and make
independent decisions. From enhancing road safety by minimizing human error to pro-
viding mobility for individuals unable to operate traditional vehicles, AVs hold significant
promise. However, their successful integration into everyday life hinges on overcoming
various challenges, including robustness against diverse weather conditions, foolproof cy-
ber security, and public acceptance. As they stand on the precipice of widespread adoption,
autonomous vehicles represent a transformative potential that could redefine the landscape
of transportation.
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2.1. Essential Security Principles

Definition 1 (Data Processing). Data processing, which is at the core of computer security, has
an intricate connection with information security as an entire area, which is an even broader area of
study.

Description 1 (Security Measures). Antivirus software, which must carefully evaluate sensor
data in order to allow for proper responses, is an excellent example of this connection as a result of
the manner in which it works. In the process of performing their primary tasks, such systems run
the risk of accidentally turning into attractive targets for attackers who seek to take advantage of the
data-rich features they provide.

As a consequence of this, it is very necessary to apply the concepts of privacy and
security to autonomous vehicles in order to strengthen their defensive systems against
possible attacks. The basic triangle is the driving force behind these fundamental prin-
ciples. Figure 2 illustrates a visual representation of the way in which the triangle of
confidentiality, integrity, and availability (CIA) applies to the data security principles of
autonomous vehicles.

Confidentiality—> [Authentication]

. Network
Accessibility

Integrity Availability
[Data Validation] [ Redundant Systems ]

Figure 2. Triangle of confidentiality, integrity, and availability for AVs.

¢  Confidentiality : This principle underscores the importance of preventing unautho-
rized data access. Upholding confidentiality is crucial to preempt potential misap-
propriation or exploitation of sensitive information, which, if mishandled, could
compromise the safe and reliable operation of AV systems.

¢ Integrity: Integrity ensures the authenticity, accuracy, and consistency of data over
their entire life cycle. This involves not only detecting unauthorized data access but
also thwarting unsanctioned data modification. Preservation of data integrity is critical
to maintaining the trustworthiness of a system and its decision-making abilities.

e  Availability: A system’s effectiveness is contingent upon the consistent availability
of its functionalities and its ability to perform as expected. In the context of AVs, any
compromise in availability could have immediate and severe safety implications.

Besides these fundamental concepts, AV security may also attempt to accomplish
additional attributes, depending on the specific circumstances and application, including
privacy, authenticity, accountability, non-repudiation, and reliability. These characteristics,
when considered together, help to provide an integrated and all-encompassing security
framework for autonomous vehicles, which helps to protect such vehicles from a wide
variety of possible threats.
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2.2. Spectrum of Autonomous Vehicles

As mentioned earlier, the automation process in vehicles comprises several levels,
each denoting varying degrees of autonomy. The National Highway Traffic Safety Admin-
istration (NHTSA) [18] has proposed a detailed six-tier categorization to encapsulate the
spectrum of vehicle automation:

*  No Automation (Level 0): At this level, vehicle operation is entirely under the control
of the human driver, including the core functions of steering, brakes, throttle, and
motive power.

*  Driver assistance (Level 1): At this level, while the vehicle operation continues to be
largely controlled by the driver, certain driving assistance features, such as automatic
braking or lane assistance, may be integrated into the vehicle’s system.

e  Partial Automation (Level 2): At this level, the vehicle is equipped with advanced
automated capabilities that can control both steering and acceleration/deceleration,
but the driver must maintain active engagement with the driving environment and be
ready to take control if required.

e  Conditional Automation (Level 3): Vehicles at this level can handle all critical driving
functions under certain conditions. However, the driver must be ready to retake
control when the system requests, thus maintaining an active supervisory role.

e High Automation (Level 4): Vehicles at this level can perform all necessary driving
tasks autonomously under specific conditions. The driver has the option to control the
vehicle, but it is not a requirement, and the vehicle can operate independently when
conditions permit.

e Full Automation (Level 5): This level represents the epitome of vehicular automation,
where the vehicle is capable of executing all necessary driving functions throughout an
entire journey, under all driving conditions, without any form of human intervention.

2.3. Emotional Intelligence in Autonomous Vehicles

As we approach an era of fully automated vehicles, emotional intelligence has emerged
as a vital area of exploration. Emotional intelligence, defined as the capacity to comprehend,
manage, and respond appropriately to emotions in oneself and others, is a characteristic
typically attributed to humans. However, the integration of emotional intelligence into
autonomous vehicles is becoming increasingly feasible with the rapid advancements in
artificial intelligence (AI) and machine learning [19].

Autonomous vehicles, through sensor technologies, Al, and sophisticated algorithms,
already demonstrate cognitive intelligence in terms of navigating complex environments,
making split-second decisions, and communicating with other vehicles or infrastructure.
Nevertheless, to fully understand and interact with their human passengers, these vehicles
also need to possess emotional intelligence. This intersection between autonomous vehicles
and emotional intelligence could transform the passenger experience, safety, and public
acceptance of these vehicles [20]. Research is underway to develop systems that can identify,
comprehend, and react to the emotional states of passengers. For instance, if the vehicle
detects signs of passenger anxiety during a high-speed drive, it could respond by slowing
down or by providing reassuring communication about the journey’s safety. Furthermore,
it could tailor the in-vehicle environment, adjusting elements like lighting, temperature, or
music to help calm the passenger [21].

The integration of emotional intelligence in AVs can also enhance safety. A vehicle
that can recognize a passenger’s fatigue or medical distress could take preventative actions
such as slowing down, stopping, or even calling for medical assistance [22]. Moreover,
emotional intelligence in AVs could promote public acceptance. As these vehicles become
more attuned to human emotions and responsive in a human-like manner, they may help
mitigate the uncertainty or discomfort associated with relinquishing control to a machine. It
is important to note that the integration of emotional intelligence into autonomous vehicles
raises several challenges and ethical considerations, including privacy, data security, and
the risk of over-reliance on technology. Nevertheless, it represents an exciting frontier in the
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evolution of autonomous vehicles, potentially contributing to a safer, more personalized,
and more human-like autonomous driving experience [23].

3. Security Attacks on AV Sensors: A Closer Examination of GPS Systems

Autonomous vehicles (AVs) substantially draw upon sensor systems for navigation
and critical decision-making. Among these, the global positioning system (GPS) holds
notable significance, providing precise geolocation, speed, and temporal data, regardless
of the vehicle’s global position and meteorological conditions. Nevertheless, as with any
technologically sophisticated system, GPS is not immune to potential security compromises.

Security compromises generally manifest in various types, classified as:

1.  Spoofing Attacks: In such instances, adversaries generate synthetic signals to mimic
legitimate GPS signals. These deceptive signals, once received by the AV, are mistaken
as authentic, thereby misleading the AV into calculating its location inaccurately.

2. Jamming Attacks: During these attacks, the perpetrator utilizes devices that transmit
signals matching the frequency of the GPS signals, with the intent to overwhelm
the authentic signals. This interference inhibits the GPS receiver’s ability to estab-
lish a connection with the original GPS signals, effectively impeding its geolocation
determination.

3. Meaconing Attacks: These attacks entail the interception of GPS signals, which are
then deliberately delayed before retransmission. This activity can cause the GPS
receiver to miscalculate its position.

4. Replay Attacks: These consist of capturing GPS signals and retransmitting them
at an alternative time or location. This action can mislead the GPS receiver into
miscomputing its position or time.

Each of these attacks has severe implications for AVs, potentially leading to naviga-
tional inaccuracies or even disastrous vehicular collisions. Thus, the implementation of
robust security countermeasures to protect GPS systems against these breaches becomes an
academic and industrial priority.

3.1. The Significance and Applicability of Sensor Security in Autonomous Vehicles

Security breaches targeted at sensor systems in autonomous vehicles (AVs) have
emerged as a significant cause for concern due to their potential to compromise the vehi-
cle’s safety and the well-being of its passengers. AVs deploy a complex array of sensors,
including but not limited to cameras, LIDAR, and radar. These sensors are essential for in-
terpreting the surrounding environment and facilitating crucial decision-making processes.
The compromise of these sensor systems could result in a distorted understanding of the
environment, which could, in turn, elevate the risk of accidents and safety hazards.

Historically, there have been various demonstrations highlighting the potential of
such security attacks on AV sensors. These include sophisticated spoofing attacks capable
of deceiving sensors into acknowledging non-existent obstacles and jamming attacks that
effectively interrupt the sensors’ capabilities in accurately detecting objects. Worryingly,
the equipment needed to execute these attacks can often be simple and easy to procure,
such as a laser pointer or a radio transmitter, thus increasing the potential pool of attackers.

As AVs become more commonplace in our transportation landscape, the importance
of addressing the security vulnerabilities of AV sensors becomes increasingly clear. This
recognition underpins the need for the development and implementation of rigorous
security measures tailored to detect and neutralize attacks on AV sensors. Alongside these
security provisions, it is critical to raise public awareness regarding the potential risks
associated with security attacks on AVs.

Additionally, the creation and enforcement of comprehensive standards play a critical
role in ensuring the safety and security of AVs. These standards would serve to reinforce the
safety framework for autonomous vehicles, managing and mitigating the risks associated
with potential security breaches of their sensor systems.
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In conclusion, the potential consequences of security intrusions on AV sensors are
dangerous and global, threatening the protection of both the vehicle and its occupants.
As the community moves towards a future characterized by the increasing quantity of
autonomous vehicles (AVs), it becomes vital to develop and implement robust security
measures supported by comprehensive and extensive standards in order to ensure the
ongoing safety and security of these advanced vehicles.

3.2. Vulnerability of Global Positioning Systems

In the spectrum of autonomous vehicles, global positioning systems (GPS) are integral,
facilitating accurate location tracking and route navigation. However, this reliance creates
a potential vulnerability that can be exploited by malicious entities. Given the open
accessibility of GPS technology, an adversary could potentially manipulate signals, provide
incorrect navigational instructions, or even trigger vehicle crashes, posing significant safety
threats [24].

GPS-based attacks on autonomous vehicles take two primary forms: jamming and
spoofing. Jamming involves an adversary broadcasting a more potent signal at the identical
frequency as the GPS, consequently causing temporary interference [25]. This type of attack
can significantly hinder the operation of autonomous vehicles, as these highly sophisticated
vehicles rely heavily on accurate GPS data for efficient navigation and overall functionality.

Spoofing, a more invisible form of attack, involves an attacker disseminating falsified
GPS signals designed to emulate authentic ones. This deceptive method leads the receiver to
inadvertently acknowledge the fraudulent signals as genuine. Typically, the process of GPS
spoofing incorporates an initial phase of GPS jamming to obstruct real signals, subsequently
followed by the broadcast of counterfeit signals, thereby fooling the system [26].

Given the intrinsically unguarded nature of public GPS systems, the singular defense
mechanism against GPS spoofing lies in the domain of authentication. Achieving this
safeguard necessitates the use of precise encryption techniques [27]. Regardless of these
concerns, the scientific community must address these vulnerabilities and develop effective
countermeasures to ensure the safety and dependability of autonomous vehicles in an era
of GPS-centric navigation.

Due to the design of GPS systems, which are inclined to accept stronger signals, a
well-executed attack can imperceptibly alter a vehicle’s location by transmitting a strong,
fake signal [28]. Various countermeasures, such as monitoring of identification codes,
satellite signals, and timing intervals, have been proposed to combat these attacks. It is
known, for instance, that the expected signal strength is approximately 163 decibel watts,
so a countermeasure could consist of blocking signals with higher frequencies [29]. In
their research, the authors developed an antenna-array-based hybrid antijamming and
antispoofing method for GPS receivers. Using a compressed sensing framework, they
determine the direction of arrival (DOA) of the despreading satellite navigation signal and
identify the deception signal following the elimination of the interference via subspace
projection. The receiver uses adaptive multi-beamforming to accomplish undistorted
reception of the authentic satellite signal and to suppress deception based on the DOA of
the authentic and spoofing signals.

However, these measures can be circumvented if the attacker’s signals are sophisti-
cated enough to mimic genuine ones convincingly, causing the validation checks to fail and
resulting in the manipulation of the GPS device. Currently, an entirely foolproof and prac-
tical solution to these GPS-based attacks remains inaccessible. The use of military-grade
cryptography currently stands as the only feasible solution that can definitively prevent
both GPS jamming and spoofing attacks.

In the broader perspective of emotional intelligence, the ability of autonomous vehicles
to recognize and react appropriately to these threats is a significant challenge. Just as
humans must navigate and respond to deceptive cues in social contexts, autonomous
vehicles must discern between genuine and deceptive signals in their environment. This
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ability to perceive and react appropriately under a potential attack is crucial to the future
development and widespread acceptance of autonomous vehicles.

3.3. Exposure of Light Detection and Ranging (LiDAR) Systems to Security Attacks

LiDAR systems which are essential components in autonomous vehicles, function as
range-finding sensors. By emitting light pulses and measuring the time taken for these
pulses to reflect off distant surfaces, they generate a three-dimensional map of the vehicle’s
environment. These laser pulses, which are produced hundreds of times per second, are
typically reflected off a rotating mirror, creating a scan. Extra pulses, referred to as echoes,
contribute to the vehicle’s ability to detect objects under varied weather conditions [30].

Despite their critical role in facilitating safe autonomous navigation, LIDAR systems
are susceptible to potential security threats. One such threat is relay signal attacks, a
variation of replay attacks, which aim to misplace targets from their actual positions
by rebroadcasting the original signal provided by the target vehicle’s LIDAR from an
altered location. This attack can be executed inexpensively using just two transceivers, as
demonstrated in [31].

Another concerning threat is spoofing signal attacks, an extension of relay signal
attacks. An adversary can create phantom objects by transmitting a signal of the same
frequency as the scanner. LiDAR systems typically listen for incoming reflections for a
minimum of 1.33 microseconds. To successfully inject signals into LIDAR, the false signal
must enter this window, which allows an attacker to manipulate the perceived location of
objects by delaying the initial signal before relaying it.

Such attacks can cause autonomous vehicles to slow down or even stop, potentially
resulting in fatal accidents, particularly on highways [32-34]. Several potential counter-
measures can be employed, including the use of non-predictable LiDAR, which skips a
pulse but continues to listen for incoming pulses. Another strategy is to reduce the LIDAR
pulse time, thereby reducing the attack window in the sensor, although this also shortens
the sensor’s operational range [31]. Given that LiDAR pulses are not currently encoded,
one promising direction for future research is the exploration of LiDAR pulse encoding
as a potential means of mitigating these attacks. Figure 3 is a visual representation of the
Relaying and Spoofing signal attacks on LiDAR.
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Figure 3. Relaying and spoofing signal attacks on LiDAR.

LiDAR systems in autonomous vehicles can be vulnerable to security attacks, which
can have serious implications for road safety. Here are some examples of how security
assaults on LiDAR sensors can manifest in real-world autonomous vehicles:

Spoofing attacks: Adversaries can create false signals that mimic the real signals re-
ceived by LiDAR sensors, causing the autonomous vehicle to misinterpret its surroundings.
For example, an attacker could create a fake obstacle close to the front of a victim AV to
cause it to swerve or brake suddenly [32].

Cyber-level attacks: Attackers can disrupt sensor data by compromising the LIDAR
system, even if they lack situational awareness. This can result in compromised perception
and tracking in multisensor AVs, which can be critical for road safety [35].

Electromagnetic interference (EMI): LiDAR sensors can be vulnerable to IEMI, which
affects the time-of-flight circuits that make up modern LiDAR systems. This can force
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the AV perception system to misdetect or misclassify objects and perceive non-existent
obstacles, which can be dangerous for road safety [36].

Adversarial objects: Attackers can generate adversarial objects that can evade LiDAR-
based detection systems under various conditions. For example, an attacker could create an
object that appears normal to a human observer but is misclassified by the LIDAR system,
causing the AV to make incorrect decisions [37].

To mitigate these vulnerabilities, researchers have proposed various countermeasures,
such as probabilistic data asymmetry monitors and security-aware fusion approaches [35].
It is important to take a sensible risk-management approach to tackle potential cyber
security threats to ensure the successful embracing of autonomous vehicles in future
transport systems [38,39].

3.4. The Vulnerability of AV Cameras to Security Attacks

Cameras serve as the optical eyes of autonomous vehicles, providing digital video
feeds of the external world. They are employed in various capacities in AVs, including lane
detection, traffic sign recognition, and headlight detection, among others [40-42].

One significant vulnerability of these camera systems lies in their susceptibility to being
temporarily or permanently obscured by targeted light interference. Such a compromise
could pose a substantial risk to passenger safety, particularly in instances where the vehicle’s
ability to detect essential road signage or traffic signals is undermined [31]. Notably, this
has been acknowledged as a potential area of concern by leading industry stakeholders,
with instances recorded of autonomous vehicles, such as those developed by Google,
experiencing difficulties in low-light conditions [43].

A similar form of attack capitalizes on the period of recovery required by cameras after
exposure to high-intensity light. During this interval, the autonomous vehicle may be more
vulnerable to unperceived obstacles. Such an attack could be orchestrated by intermittently
switching a light source on and off and could be initiated from any direction— the front,
back, or side of the vehicle [31].

Several mitigation strategies could be employed to counteract these forms of attacks.
For instance, employing a configuration of multiple cameras, each capturing the same
visual field, could present an added layer of complexity for an attacker aiming to confuse all
cameras at once. Alternatively, the integration of a detachable near-infrared-cut filter could
provide the ability to selectively filter near-infrared light, enhancing the camera’s resilience
to light-based attacks. Moreover, photochromic lenses, with their unique capacity to
change color and block specific light wavelengths, could also serve as a potential protective
measure [31].

In the broader context of emotional intelligence, these threats underscore the need for
autonomous vehicles to possess a degree of perceptual intelligence. This would enable
them to recognize and adjust to potentially harmful inputs, similar to how humans process
and react to threats in their environment. This aspect of emotional intelligence in AVs is
critical for mitigating safety concerns and advancing the technology’s development and
acceptance.

3.5. The Susceptibility of Inertial Measurement Units (IMUs) to Security Attacks

The inertial measurement unit (IMU), an integral part of an autonomous vehicle’s
sensor ecosystem, integrates the functionalities of a gyroscope and an accelerometer. This
combination produces vital information regarding the vehicle’s orientation, acceleration,
and velocity. The IMU also monitors changes in environmental dynamics, such as the
gradient of the road, enabling the vehicle to navigate varied terrains efficiently.

Nevertheless, the IMU is not invulnerable to potential direct security threats. For
example, an attacker could manipulate the sensor data to misrepresent the road’s gradient,
disrupting the autonomous vehicle’s ability to interpret and react to its environment
correctly. Such an attack could lead to significant safety risks, as the vehicle’s behavior
might not align with the actual environmental conditions.
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This potential threat was exemplified by the work reported in [44], where the authors
developed the CarShark tool to monitor data flow in the vehicle’s controller area network
(CAN) bus system. Thorough packet analysis and modification, the tool enabled the
simulation of a man-in-the-middle attack on the CAN network. By altering the data packet,
they could manipulate the sensor’s readings, demonstrating the potential implications of
such an attack on autonomous vehicles.

A variety of countermeasures might help mitigate such a security threat. One potential
strategy involves implementing encrypted communication within the vehicle’s network,
adding a layer of protection against unauthorized data manipulation. Another approach
could be the use of additional, redundant sensors to provide backup measurements. This
could involve using GPS data to verify the vehicle’s inclination, providing an extra check
against erroneous readings from a compromised IMU.

In the context of the emphasis of this article on emotional intelligence, it is essential to
extend this concept to how a self-driving vehicle interprets and responds to sensor data.
Similar to how humans use emotional intelligence to traverse complex social situations, an
autonomous vehicle could use perceptual intelligence to recognize and respond adequately
to potential hazards to its sensor inputs. This additional intelligence could considerably
contribute to the overall safety and dependability of autonomous vehicles while also
opening up new research avenues in the field.

4. Cyber Security Attacks in Vehicular Ad Hoc Networks (VANETs)

Autonomous vehicles (AVs) operate utilizing two principal communication channels,
namely vehicle-to-vehicle (V2V) and Vehicle-to-infrastructure (V2I) communications, which
are critical components of the broader Vehicular ad hoc network (VANET) ecosystem. A
detailed analysis of the structure and operations of a VANET is depicted in Figure 4.

The V2V communication paradigm leverages the principles of peer-to-peer network-
ing, enabling vehicles to establish mutual connections. This system is underpinned by
the IEEE 802.11p protocol and is designed based on the assumption that vehicles within
a specified range of radio communication can automatically form an ad hoc network.
Within this network, nodes represented by the vehicles can share vital data points such
as positional coordinates, speed metrics, directional vectors, and more. Combined with
V2V, the V21 communication mechanism allows vehicles to establish connections with
embedded electronic devices in the broader transportation infrastructure. The information
exchanged between vehicles and infrastructure can be utilized for various applications,
including enhancing traffic management, optimizing traffic flow, promoting fuel efficiency,
and reducing environmental impact.

Vehicular communication systems, underpinned by the IEEE 802.11p protocol, have
emerged as a transformative force for improving road safety and traffic efficiency [45].
These systems leverage vehicle-to-vehicle (V2V) communication for sharing of pivotal
data points such as positional coordinates and speed metrics, and vehicle-to-infrastructure
(V2I) communication to interface with the embedded electronic devices in transportation
infrastructure. However, the effectiveness of these communication methods relies heavily
on the accuracy of wireless channel estimates, such as channel state information (CSI) and
received signal strength. Consequently, researchers have been mobilizing efforts towards
the development of deep-learning-based channel prediction algorithms and conducting
measurement campaigns to generate reliable wireless channel estimates [45].

Simultaneously, road traffic safety remains a vital concern in the domain of vehicular
communication. Mehdizadeh et al. highlighted the development of predictive models
to gauge crash risks based on varying driving conditions and the implementation of
optimization techniques such as path selection and rest-break scheduling to augment road
safety [46]. However, bridging the gap between research outcomes and real-time crash
risk optimization remains a challenge. Complementing safety, security issues have gained
attention due to the highly active and ever-changing topology of vehicular environments.
Proposals for security models grounded in evolutionary game theory aim to identify
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common attacks and establish defenses [47]. Concurrently, the rise in smart car sensors and
applications reliant on artificial intelligence and augmented reality has escalated challenges
related to computational resources and latency requirements. Efforts are underway to
advance secure multiaccess edge computing and intelligent vehicle control systems to
meet these demands [48]. Overall, vehicular communication systems present an array
of opportunities alongside a spectrum of challenges, underscoring the need for ongoing
research and innovation.
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Figure 4. VANET.

4.1. Autonomous Vehicles: Security Measures and Technological Interplay

Artificial intelligence (AI) and machine learning (ML) technologies have empowered
the development and efficiency of autonomous vehicles, catalyzing intelligent decision
making and improved security. However, just like vehicle ad hoc networks (VANETS),
autonomous vehicles are also vulnerable to various cyber threats. In particular, these
vehicles integrate technologies like LIDAR, Radar, GPS, and computer vision, which also
become potential targets for cyber attacks. Notable threats include Sybil and replication
attacks, which involve spoofing and identity theft, capable of causing critical operational
issues [49,50]. Countermeasures against these threats, some of which were initially de-
veloped for VANETs, have been adapted for autonomous vehicles. For instance, digital
signatures and time stamps help authenticate messages and data sources [51,52]. Mech-
anisms that detect disparities in motion trajectories and, hence, identify potential Sybil
attacks, can also be applied in the context of autonomous vehicles [51].

Additionally, Hao et al. [53] presented a cooperative message authentication protocol
(CMAP), which includes the sender vehicle’s location data in each safety message. This
protocol can be adopted in autonomous vehicles to counter replication attacks, thus sig-
nificantly improving security [53]. Furthermore, techniques such as the anonymous batch
authenticated and key agreement (ABAKA) scheme, which was initially introduced in
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VANETS: [50], can be tailored for autonomous vehicles to authenticate multiple requests
and generate multiple session keys simultaneously. It aids in quick validation and session
key negotiation, thus minimizing transmission overhead and verification latency.

To tackle the evolving security landscape, the development of advanced intrusion de-
tection systems (IDS) is crucial. By leveraging anomaly detection techniques, autonomous
vehicles can quickly detect and react to deviations from normal operations triggered by
potential cyber attacks. Finally, secure communication protocols can be incorporated into
the vehicle’s systems to safeguard sensitive data, thereby further improving the overall
security of autonomous vehicles [54-56].

4.2. Availability Attacks, Benefits, and Security Solutions in Autonomous Vehicles

Ensuring system availability is a crucial aspect of the security framework for au-
tonomous vehicles. Autonomous vehicles, like vehicular ad hoc networks (VANETS), face
threats such as denial of service (DoS) attacks, which can exhaust network resources and
disrupt vehicle operations. Effective countermeasures include authentication measures,
anomaly detection systems, and cryptographic solutions.

Malware attacks pose a significant risk, as they involve the deployment of malicious
software, such as computer viruses, which can compromise the software infrastructure of
autonomous vehicles. To protect against such threats, firewall technologies and antimal-
ware systems are instrumental [57].

Denial of service (DoS) attacks aimed at blocking legitimate entities from accessing
resources and services are another significant threat. A more pervasive form of DoS attack is
the distributed denial-of-service (DDoS) attack, which utilizes multiple computing devices
or Internet connections. These attacks can severely impact the functionality and service
availability of autonomous vehicles [58-60].

The benefits associated with addressing availability attacks and implementing the
related countermeasures are manifold:

*  Robust operational stability: Effective countermeasures against DoS and DDoS attacks
can ensure that autonomous vehicles continue to operate without disruption. This
enhances the reliability and robustness of autonomous vehicles in various driving con-
ditions.

*  Enhanced security infrastructure: Utilizing robust firewall technologies and antimal-
ware systems not only shields autonomous vehicles from malware attacks but also
significantly fortifies the vehicle’s overall security infrastructure.

¢ Improved user trust and confidence: As autonomous vehicles become more secure and
less susceptible to attacks, user trust and confidence in this technology can be expected
to increase. This can facilitate the broader acceptance and adoption of autonomous
vehicles.

*  Prevention of potential misuse: Effective countermeasures can prevent potential
misuse of autonomous vehicles, such as using them as nodes in distributed denial-of-
service attacks.

*  Guaranteed service accessibility: By effectively mitigating DoS and DDoS attacks, the
continuous availability of essential vehicle services and resources can be guaranteed,
which is crucial for the functionality of autonomous vehicles.

*  Accurate vehicle routing: By mitigating wormhole attacks, accurate distance calcula-
tions between nodes, which are essential for precise vehicle routing, can be ensured.

*  Versatility and performance: Techniques like HEAP offer a versatile solution that
works across various applications and provides superior performance, making them
well-suited for autonomous vehicles.

Incorporating these countermeasures into the design and operation of autonomous
vehicles provides a significant benefit by increasing their resilience against cyber attacks
and thus ensuring their reliable and secure operation. As a result, the safety and efficiency
of these vehicles are significantly improved, contributing to the broader aim of safe and
reliable autonomous driving.
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He et al. proposed a preauthentication solution to counteract DoS attacks, which uses
a group rekeying mechanism, along with a one-way hash chain [60]. Additionally, Verma
et al. suggested a method for packet filtering and abrupt change detection to prevent DoS
attacks in autonomous vehicles [61]. With the development of these countermeasures, it
can be inferred that DoS attacks have been considerably mitigated.

A wormbhole attack, which involves transporting packets from one network segment
to another, can significantly disrupt routing algorithms in autonomous vehicles that rely on
accurate distance calculations between nodes [61]. A countermeasure proposed by Safi et
al. restricts the maximum transmission range of packets, ensuring that the received packet
is within a practical range of the sender. This method, known as HEAP, provides superior
performance compared to other authentication techniques, making it particularly suitable
for autonomous vehicles. HEAP can be utilized across unicast, multicast, and broadcast
applications and can authenticate all types of packets [62].

In conclusion, addressing availability threats in autonomous vehicles is paramount for
ensuring their functionality and safety. The application of robust defensive strategies and
countermeasures against these attacks is essential for safeguarding these vehicles against
potential threats.

4.3. Data Integrity Attacks in Autonomous Vehicles

Data integrity is pivotal in autonomous vehicle systems, forming the bedrock of
vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications. It is crucial
for everything from navigation to collision avoidance [63]. However, the risk of data
manipulation is omnipresent, either through unauthorized intrusion or malicious intent.
To preserve data integrity, autonomous vehicles employ secure communication protocols
and advanced encryption methods.

One commonly encountered breach is the masquerading attack, where the perpetrator
impersonates a legitimate entity within the system. This can cause traffic disruption, trigger
accidents, or potentially allow the attacker to control vehicle systems or extract sensitive
data [39]. Therefore, autonomous vehicles must incorporate systems to authenticate the
received information or signals.

Addressing these challenges, T.W. Chim et al. introduced the secure and privacy-
enhancing communications schemes (SPECS) system [64]. SPECS leverages pseudo iden-
tification and a shared secret key between an autonomous vehicle and roadside units
(RSUs) to maintain the vehicle’s identity confidentiality. Even when pseudonyms are
used for communications, RSUs can verify the signatures, thus preventing masquerading
attacks [63,64].

Another potential breach of data integrity is represented by the replay attack or
playback attack. This attack involves the malicious repetition or delay of valid data trans-
missions [39]. Modern security designs using robust cryptographic systems, including
digital signatures and nonce inclusion in messages, are typically effective at countering
these attacks.

However, the challenge is amplified when the attacker is a trusted insider, like a
compromised vehicle with a valid certificate. Anomaly or misbehavior detection systems,
such as those discussed in [65], are often employed to manage these scenarios. However,
these systems have inherent limitations concerning false negatives and positives and rely
on a variety of data sources that might not always be available. Consequently, further
research is required in anomaly detection to ensure the robust operation of these algorithms
and the consequent protection of autonomous vehicles.

4.4. Threats to Confidentiality in Emotionally Intelligent Autonomous Vehicles

Confidentiality attacks, although not perceived as the most significant threats to
vehicular system security, nevertheless constitute considerable privacy risks. Preserving
the confidentiality of data transmitted within vehicular networks, such as the geographical
location of autonomous vehicles, intelligent transport systems (ITS) safety alerts, and
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driver information, is paramount. Possible data breaches can be deterred through secure
transmission techniques and fortified data encryption protocols.

An illustrative confidentiality threat in the realm of vehicular networks is the eaves-
dropping attack. During standard vehicle operation, vehicles frequently broadcast beacon
signals encapsulating a wealth of data, such as the vehicle’s identity, current location,
velocity, and acceleration. This disseminated information is vulnerable to unauthorized
interception, potentially breaching the privacy of the system. An adversary armed with
the appropriate tools could execute an eavesdropping attack, harvesting precious data
from the transmitted information. By associating this extracted location data over time, the
adversary could track the vehicle’s path and possibly manipulate it for malicious activities.

Given its passive nature, eavesdropping presents a formidable challenge, as its detec-
tion is difficult, especially in a broadcast wireless communication context. Nonetheless,
the successful orchestration of eavesdropping can be thwarted by employing data encryp-
tion protocols to shield data privacy or anonymization techniques to protect identity and
location data. Anonymity is generally realized using group signatures [66] or temporary
certificates, also known as pseudonyms [67].

In the context of emotionally intelligent autonomous vehicles, confidentiality attacks
bear an additional layer of intricacy and risk. “Emotionally intelligent autonomous vehicles”
refer to autonomous vehicles that are equipped with the ability to perceive, comprehend,
and appropriately react to human emotions. These vehicles utilize a range of technologies,
such as Al, ML, and sensor technologies, complemented by effective computing capabili-
ties. They can identify and respond to emotional cues by recognizing facial expressions,
interpreting voice sentiments, processing physiological signals, and more. Their goal is
to enhance the passengers’ comfort, safety, and overall experience by adapting to their
emotional states.

The emotional data in these vehicles represent a core component of their intelligent
system and are highly personal and sensitive. Thus, the implications of an eavesdropping
attack could extend beyond mere vehicle tracking, potentially leading to unauthorized ac-
cess and exploitation of a passenger’s emotional data. To effectively safeguard this sensitive
information, advanced encryption, and anonymization techniques must be amalgamated
within the system’s data communication protocol. This integration should ensure that
even in the event of an eavesdropping attack, the intercepted data would not be useful to
the adversary.

Moreover, emotionally intelligent autonomous vehicles may necessitate additional
privacy protection layers due to the nature of the processed data. For instance, homomor-
phic encryption could be employed to allow the system to analyze and react to emotional
data without ever needing to decrypt them, thereby maintaining privacy. Additionally,
differential privacy concepts could be applied to ensure that the system’s responses do not
inadvertently disclose sensitive information about the passengers’ emotional states. These
advanced methods could form a vital part of a comprehensive strategy for preserving data
confidentiality in emotionally intelligent autonomous vehicles.

4.5. Vehicle-to-Pedestrian (V2P) Network and Its Implications

As we navigate an increasingly digitized world, the ubiquity of smartphone usage
among both drivers and vulnerable road users (VRUs) has grown exponentially. To mitigate
the potential hazards associated with this trend, particularly in contexts where traffic is a
primary concern, it is essential to develop novel approaches for enhancing road safety. One
such strategy involves the implementation of collision prediction algorithms, capitalizing
on pedestrian-to-vehicle (P2V) and vehicle-to-pedestrian (V2P) communication technolo-
gies [68]. A. Hussein et al. presented a sophisticated example of this approach, proposing
an algorithm that uses global positioning system (GPS) data and magnetometer readings
from a pedestrian’s smartphone in conjunction with sensor data from an autonomous
vehicle to predict potential collision scenarios.
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Figure 5 provides a schematic representation of this innovative algorithm’s function-
ality. It highlights the method by which the algorithm calculates the potential angle of
collision, thereby informing preventative measures.

Figure 5. Schematic representation of the collision prediction algorithm.

Upon the prediction of a possible collision, the system alerts both the pedestrian
and the autonomous vehicle, enabling them to take necessary evasive action and replan
their routes accordingly. This immediate response facilitates the prevention of accidents,
enhancing the safety of all road users.

While V2P communication is an emerging area of exploration, its potential for improv-
ing road safety cannot be underestimated. Nonetheless, given its nascent stage, it requires
substantial research and development to ensure its robustness and security. Future aspira-
tions of achieving a fully integrated Internet of Things (IoT) are reliant on the resolution of
current security vulnerabilities. As such, it is crucial that further advancements in this field
be underpinned by an unwavering commitment to ensuring the security and safety of all
connected devices. By doing so, we can progress towards realizing the full potential of V2P
communications, contributing significantly to the development of emotionally intelligent
autonomous vehicles.

5. Autonomous Vehicle Vulnerabilities

Autonomous vehicles, despite their potential to revolutionize transportation, are not
immune to the growing complexity of cyber threats due to their dependence on advanced
digital technologies [69]. Potential hackers may exploit these cyber vulnerabilities, creating
a threat to the safety and privacy of individuals, regardless of whether they are motivated
by malicious goals or simple curiosity [69]. Detailed analyses of these cyber threats can be
discovered on informative platforms such as HackerNoon [70].

The following sections highlight some of the prominent attack vectors that could
potentially compromise the integrity of autonomous vehicles:

*  Key fob hacking: Remote vehicle access and ignition made possible by key fob tech-
nology can be compromised. By using devices to strengthen the signal transmitted by
a vehicle’s key transponder, hackers can gain unauthorized entry and even remotely
start the vehicle [71].
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¢ Control area network (CAN) bus attacks: The CAN bus, which operates as the electrical
network that connects the various electronic control units (ECUs) within a vehicle, is
an attractive target for hackers. By exploiting vulnerabilities in the CAN bus, hackers
can take control of fundamental vehicle functions such as braking and steering [71].

¢  Entertainment system hacking: Given its connection to the CAN bus, a vehicle’s
entertainment system can provide a back door for hackers, which, once breached,
could potentially grant a hacker full control over the vehicle’s systems [71].

¢  Adversarial machine learning techniques: Autonomous vehicles rely heavily on ma-
chine learning algorithms to interpret sensor data and make operational decisions.
By employing adversarial machine learning techniques, such as evasion or poisoning
attacks, hackers can manipulate sensor data, causing the vehicle to make faulty and
potentially hazardous decisions [72].

*  User data theft: Considering the plethora of user data stored in autonomous vehicles,
these vehicles become prime targets for cyber criminals. A hacked vehicle can lead
to significant privacy violations and impose safety risks to the driver and others on
the road.

*  Remote vehicle hijacking: In a potentially dangerous scenario, hackers might gain
remote control of a self-driving car, causing passengers to experience difficulty.

*  Denial-of-service (DoS) attacks: The launching of DoS attacks against the vehicle’s
systems could lead to system shutdown or failure.

The extensive range of potential attack vectors underscores the imperative to enhance
cyber security measures in autonomous vehicles. A compromised vehicle becomes a signif-
icant threat to all road users, necessitating immediate rectification of these vulnerabilities
for public safety [69]. To fully understand the scope of these vulnerabilities, it is necessary
to delve into the hardware aspects, specifically focusing on critical components such as the
onboard diagnostic port (OBD) and the engine control unit (ECU).

5.1. Hardware Vulnerabilities: Onboard Diagnostic Port (OBD)

The onboard diagnostic (OBD) port, a critical component in modern vehicles, provides
a critical gateway to gathering diagnostic information. These vital data include an array of
performance metrics and potential system faults, which the port communicates directly
to the electronic control unit (ECU) via the controller area network (CAN) bus. Typically,
the OBD port interface is a compact device akin to a standard USB drive, usually situated
beneath the dashboard near the driver’s seat. This interface can be connected to external
computational devices, either via physical tethering or wireless connectivity, facilitating
bidirectional data transfer between the vehicle’s ECU and the connected device.

This communication system can have various applications. For example, it can be used
to orchestrate cars as discussed in [73] or to analyze the effects of an onboard unit on the
driving behavior of cars in connected vehicle flow, as detailed in [74]. With the emergence
of advanced technologies, the OBD port can also be leveraged for more sophisticated tasks,
such as suppressing selfish node attack motivation in vehicular ad hoc networks through
deep reinforcement learning and blockchain, as proposed in [75], or assessing the trust level
of a driverless car using deep learning techniques, as investigated by [76]. These innovative
applications highlight the critical role of the OBD port in enhancing the functionality and
safety of autonomous vehicles.

Zhang et al. [77], in their work, illustrated the vulnerabilities inherent in this system by
successfully breaching multiple automobile models through the OBD port. The potential
consequences of such breaches are severe, extending to remote control of the vehicles,
highlighting the urgent need for robust security measures within OBD port systems.

Once an external device is linked to the OBD, it gains the ability to send and receive
data to and from the vehicle’s ECUs. Such an open connection can be exploited to introduce
malicious payloads into vehicle networks. This threat was further underscored by W. Yan's
research [78], which demonstrated the feasibility of manipulating data packets to initiate
such attacks. In addition to posing a direct threat to vehicle operations, such vulnerabilities
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also carry potential ramifications for intellectual property theft. Criminal organizations
could leverage these security gaps to steal proprietary information relating to suppliers’
and original equipment manufacturers’ (OEM) production processes. This not only enables
the production of counterfeit parts but also breaches driver privacy by exposing sensitive
information such as driving habits.

In response to these threats, countermeasures have been proposed by various re-
searchers. Yadav et al. [79] introduced a defense mechanism that combines the seed key
protocol with a two-way authentication method and a timer method. This approach seeks
to enhance security by making the seed and key values more difficult to decrypt. Like-
wise, Oka and Larson [80] proposed the use of cryptographic techniques to authenticate
messages on the CAN, thus limiting the transmission of unauthorized data.

However, despite these efforts, a comprehensive and foolproof solution to secure OBD
port systems remains elusive. This area of research is still in its first steps and requires
further in-depth investigation. This is particularly true in the context of emotionally
intelligent autonomous vehicles, where ensuring the security of the OBD port system is
fundamental to maintaining the operational integrity of these vehicles and protecting the
privacy of their users.

5.2. Hardware Vulnerabilities: Engine Control Unit (ECU)

The engine control unit (ECU) plays a vital role in the orchestration of a vehicle’s
functionalities, acting as the central processing entity for a range of control functions within
an automotive system. By interpreting, analyzing, and managing a myriad of electronic
signals, the ECU oversees critical operational aspects of vehicles, including fundamental
features such as the core braking system.

Various studies have underscored the vulnerability of ECUs to sophisticated infil-
tration strategies. The work of Vallance [81] is particularly instructive, revealing how
intruders can exploit the onboard digital audio broadcasting radio as an entry point to gain
unauthorized access to ECUs. Upon breaching this boundary, malicious attackers have
the capacity to manipulate the CAN (controller area network), a critical communication
highway that interconnects different vehicular subsystems. Such disruptions can have
profound implications, potentially compromising the core functionalities of the vehicle and
thereby posing significant safety risks.

The potential gravity of such security breaches is further underscored by the observa-
tions of Checkoway et al. [82]. Their findings indicate that the security measures currently
implemented in ECUs are often insufficient in thwarting attempts at unauthorized firmware
access or modification. Given that firmware alterations have the potential to completely
reprogram a vehicle’s behavior, this vulnerability is of significant concern in the context of
public safety. However, their research is not only diagnostic but also offers a path toward
remediation. They propose the adoption of an asymmetric cryptographic framework rooted
in the use of public—private key pairings. This approach helps to ensure that any firmware
introduced to the system originates from a verified and trusted source. In this way, the
risk of unauthorized firmware modifications can be considerably mitigated, helping to
safeguard against malicious intent.

Despite this, guaranteeing the robustness of ECU security is a difficult task, given
the complexity and evolution of cyber security threats. Not only is the scope of possible
infiltration techniques a challenge, but so is the depth of possible exploits once access has
been gained. The discovery of these latent vulnerabilities requires exhaustive testing and
evaluation, utilizing both proven cryptographic techniques and emergent cyber security
methodologies.

5.3. Countermeasures for Autonomous Vehicles

The classification of various types of attacks on autonomous vehicles and their re-
spective countermeasures are shown in Table 2. In this table, we emphasize the scope
and complexity of the threats that autonomous vehicles face. Although significant strides
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have been made in countering some types of attacks, a number of vulnerabilities, such
as those associated with OBD port tampering, man-in-the-middle attacks on the CAN
bus, and replay attacks by insider adversaries, remain unaddressed. A comprehensive
understanding and solution for these vulnerabilities are crucial to realize the full potential
of emotionally intelligent autonomous vehicles.

Table 2. Data Security attacks and mitigation strategies in autonomous vehicles.

Attack Type Specific Attack Proposed Countermeasures Ref Mitigation Status
Signal strength monitoring [28] Partially mitigated
Data Authenticity Military-grade cryptography [28] Partially mitigated
Antispoofing methods [29] Partially mitigated
Mar-In-The-Middle Cryptography on CAN [44] Not addressed
Secondary measurement source [44] Not addressed
GPS jamming [28] Partially mitigated
Antijamming methods [29] Partially mitigated
LiDAR jamming [31] Fully mitigated
Data Availability Use of alternate data sources [31] Fully mitigated
Data Security Camera blinding [31] Fully mitigated
Malware attack [83] Partially mitigated
DoS/DDoS attack [60,61] Fully mitigated
Replay attack on LiDAR [31] Fully mitigated
Auto control confusion [31] Fully mitigated
OBD port tampering [84] Not addressed
Data Integrity Exploitation and injection in CAN bus [79,85] Not addressed
Masquerading attack [64] Fully mitigated
Replay attack (outsider adversary) [39] Fully mitigated
Replay attack (insider adversary) [65] Not addressed
Eavesdropping Cryptographic solution (group signatures)  [66] Partially mitigated
Data Confidentiality Eavesdropping Cryptographic solution (short-term [67] Partially mitigated

certificates)

Autonomous vehicles (AVs) introduce numerous unique security challenges that have
the potential to create safety consequences on the road [86]. Therefore, security measures
are paramount to the implementation of AV networks [87]. Here are some countermeasures
being developed and deployed to solve the security flaws of autonomous vehicles:

*  Game-theory-based solutions: Game-theory-based solutions could offer resilience in
the context of AVs [88]. Game theory is a mathematical framework for modelling
decision-making in situations where multiple parties have conflicting interests. It can
be used to model the behavior of attackers and defenders in a cyber security context
and to develop optimal strategies for both parties [88].

*  Benchmarking frameworks: AVs lack a proper benchmarking framework to evaluate
attack and defense mechanisms and quantify safety measures [86]. BenchAV is a
security benchmark suite and evaluation framework for AVs that addresses current
limitations and pressing challenges of AD security. The benchmark suite contains
12 security and performance metrics and an evaluation framework that automates
the metric collection process using the Carla simulator and robot operating system
(ROS) [86].
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Opportunistic networking protocols: Novel networking protocols in vehicular ad hoc
networks (VANETs) are being developed to provide data to autonomous trams and
buses in a smart city [87]. Opportunistic networking protocols are used to bridge the
gap between fully distributed vehicular networks based on short-range vehicle-to-
vehicle communication and cellular-based infrastructure for centralized solutions [87].
The state-of-the-art MaxProp algorithm outperforms the benchmark, as well as other
more complex routing protocols, in most of the categories [87].

Blockchain-based architecture: A blockchain-based architecture could provide a
promising solution to the threats of cyber attacks that jeopardize the security and con-
nectivity of CAVs [89]. Blockchain technology can be used to secure communication
between vehicles and infrastructure and to ensure the integrity and confidentiality
of data [89]. It can also be used to provide a secure and decentralized platform for
vehicle-to-vehicle and vehicle-to-infrastructure communication [89].

These countermeasures aim to address the security challenges facing AVs, including

trustworthiness, security, safety, and complexity. By developing and deploying these
solutions, AVs can become more reliable and safe, which is crucial for the adoption of such
technology in smart projects [88].

Specific cyber security measures and examples of security solutions implemented in

autonomous vehicles include:

Secure communication protocols: Implementing secure communication protocols,
such as transport-layer security (TLS), can help protect the vehicle’s connectivity and
prevent unauthorized access to the vehicle’s network [90].

Encryption: Utilizing encryption techniques can safeguard the data transmitted be-
tween different components of the autonomous vehicle system, including sensors,
controllers, and communication interfaces [91].

Intrusion Detection systems (IDS): IDS can be deployed in autonomous vehicles to
monitor the network and detect any suspicious or malicious activities. IDS can identify
potential cyber attacks and trigger appropriate responses to mitigate the risks [92].
Secure over-the-air (OTA) updates: OTA updates allow for the remote updating of
software and firmware in autonomous vehicles. Implementing secure OTA mecha-
nisms ensures that updates are authenticated, encrypted, and tamper-proof, reducing
the risk of unauthorized modifications or malware injection [91].

Access control and authentication: Implementing strong access control mechanisms
and multifactor authentication can prevent unauthorized access to critical vehicle
systems. This includes securing access to the vehicle’s control systems, sensors, and
communication interfaces [90].

Secure sensor fusion: Sensor fusion is crucial for perception in autonomous vehicles.
Ensuring the security of sensor data fusion is important to prevent the injection of
false or manipulated sensor data, which could lead to incorrect decisions by the
autonomous system [93].

Behavioral anomaly detection: Implementing behavioral anomaly detection tech-
niques can help identify abnormal behavior in the vehicle’s network or system, indi-
cating a potential cyber attack. This can include monitoring network traffic patterns,
system performance, and sensor data consistency [94].

Redundancy and fail-safe mechanisms: Building redundancy and fail-safe mecha-
nisms into autonomous vehicle systems can help mitigate the impact of cyber attacks.
This includes redundant sensors, controllers, and communication channels to ensure
that the vehicle can still operate safely, even if one component is compromised [93].
Continuous monitoring and updates: Regularly monitoring the security of the au-
tonomous vehicle system and applying security updates and patches is essential to ad-
dress newly discovered vulnerabilities and protect against emerging cyber threats [92].

These cyber security measures are crucial to ensure the safety and integrity of au-

tonomous vehicles in the face of potential cyber attacks. By implementing these measures,
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manufacturers and researchers aim to minimize the risks associated with autonomous
vehicle cyber security and enhance the overall security posture of these vehicles.

Current Status and Future Directions of Sensor Security in Autonomous Vehicles

As the complexity and ubiquity of autonomous vehicles (AVs) continue to increase, the
current state of their sensor security and future directions for research become critical topics.
The current landscape of AV sensor security involves a plethora of techniques developed to
counteract the broad spectrum of potential threats. These techniques encompass a multitude
of disciplines, such as encryption, anomaly detection, intrusion detection systems, and
secure communication protocols.

The field of encryption, for example, is being utilized to protect data in transit from
sensors to the vehicles” central processing units and cloud-based systems. Secure commu-
nication protocols, such as transport layer security (TLS) and Internet protocol security
(IPSec), are being employed to ensure that data communicated between vehicles and infras-
tructure are authenticated and encrypted. Moreover, techniques from the realm of machine
learning and data science are being incorporated to develop sophisticated anomaly de-
tection systems that can identify unusual patterns in sensor data that are indicative of a
potential attack.

Despite these advancements, the industry faces considerable challenges that need to
be addressed to increase AVs’ resilience against threats. First, due to the complex nature of
AVs and the environments they operate within, creating a comprehensive and foolproof
security solution is inherently difficult. Additionally, the rapidly evolving nature of cyber
threats necessitates constant vigilance and adaptation in the field of AV sensor security.

The future of AV sensor security research holds promising directions. Enhancing
machine learning algorithms to detect subtle and complex attacks, developing more so-
phisticated encryption techniques, and integrating blockchain technology for secure data
recording and transaction are some of the notable future directions. However, a critical part
of the future lies in developing security measures that are proactive rather than reactive,
preventing attacks before they occur rather than responding to them post event.

Furthermore, it is essential to ensure that security measures do not impede the func-
tionality and efficiency of AVs. Achieving this balance will require advancements in both
hardware and software, necessitating ongoing research and development. In summary,
the current status of sensor security in AVs presents a dynamic landscape fraught with
challenges and opportunities. The future is ripe for research that addresses these challenges
head-on, advancing the safety and security of AVs.

6. Vulnerabilities of Deep Neural Networks in the Face of Adversarial Machine
Learning: Implications for Autonomous Vehicles

The field of adversarial machine learning has demonstrated that it is possible to exploit
the weaknesses that are built into deep neural networks (DNNs). This potential has been
confirmed in state-of-the-art research. The first adversarial machine learning attacks on
DNN’s were proven in a significant study that was conducted by Szegedy et al. [95]. During
the experimental phase, the researchers introduced the idea of adversarial instances, which
are small modifications made to the input images. These modifications have the potential
to influence DNNs and result in inaccurate categorization. This method, which is based
on a gradient-based attack, devises adversarial instances that are only slightly different
from the original. By tricking image classifiers with these inputs that had been deceptively
manipulated, the method was successful.

In response to this groundbreaking work, Goodfellow et al. [96] formulated adversarial
machine learning as a min—max problem and developed an alternative gradient-based
method. This technique now commonly referred to as the fast gradient sign method
(FGSM) was an effective tool for generating adversarial instances. The researchers also
introduced adversarial training, a technique used to fortify DNNs against such adversarial
instances, advancing our knowledge of both the vulnerabilities and potential defenses in
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this field. The vulnerabilities of DNNs were further highlighted by andlan Goodfellow and
Bengio [97]. Utilizing adversarial examples derived from images taken by a mobile phone
camera, they revealed the susceptibility of machine learning (ML) and deep learning (DL)
techniques to attacks in real-world scenarios. Using the basic iterative method (BIM), a
more sophisticated version of FGSM, they produced adversarial examples that successfully
deceived advanced image classifiers.

Further research [98] highlighted the susceptibility of convolutional neural networks
(CNNs), the most sophisticated deep-learning-based image categorization algorithms,
to simple manipulations such as rotations and translations. Another study [99] empha-
sized this vulnerability, demonstrating that even basic geometric transformations like
translation, rotation, and blurring could confound ten state-of-the-art CNNs. Meanwhile,
Liu et al. [100] offered a different approach by modifying the neurons of an already trained
model, demonstrating a stealthy back-door attack on the model. The researchers mali-
ciously injected the ML model and applied it to an autonomous vehicle, where a specific
trigger, a particular billboard in this case, caused the vehicle to behave unpredictably.

With a different strategy, Papernot et al. [101] constructed a white-box Jacobian
saliency-based adversarial attack (JSMA), which manipulated the mapping between the
input and output of DNNSs to deceive the classifiers. They also proposed a defensive tech-
nique, namely defensive distillation, where a model is trained to predict the probabilities
of another model trained on the baseline standard. This aimed to foster a higher emphasis
on accuracy, serving as protection against adversarial perturbations. Papernot et al. [102]
extended their work to present a black-box adversarial ML attack that exploited the transfer-
ability property of adversarial examples. This method not only deceived ML /DL classifiers
but also bypassed the defensive distillation mechanism, highlighting the sophistication
of adversarial attacks. Carlini and Wagner [103] introduced a synergy of adversarial tech-
niques known as C&W attacks, utilizing three distinct distance metrics: L1, L2, and Le.
These attacks were successful in evading both defensive distillation and DNN classifiers,
exposing the inadequacy of existing defensive strategies. In another study Carlini and
Wagner [104] demonstrated that their adversarial attacks could bypass ten commonly used
defensive techniques against adversarial instances, further emphasizing the complexity of
the problem.

Another alarming vulnerability was demonstrated by Brown et al. [105], who reported
that a malicious patch, when applied to an original image, led the deep model to misclassify
that image. These universal adversarial patches could deceive classifiers without the need
to know about other objects present in the image, allowing for the offline creation and
dissemination of such patches. Su et al. [106] adopted an alternative approach by employing
differential evolution to generate one-pixel adversarial perturbations. This novel attack
demonstrated the capability of minimal yet calculated manipulations to compromise a
variety of neural networks.

Despite substantial progress in identifying and comprehending these weaknesses,
effective defense mechanisms against adversarial attacks remain elusive, while some
countermeasures have proven to be somewhat effective against low-level attacks, they
are ineffective against a broader range of sophisticated attacks. In order to ensure the
security and dependability of autonomous vehicles in the context of adversarial ML attacks,
it is crucial that future research focuses on the development of more robust defensive
strategies. This critical requirement highlights the scale of the challenge and the significance
of ongoing research in this crucial area in order to ultimately secure autonomous vehicles
against malicious threats.

7. Big Data in Autonomous Vehicles

The use of large amounts of data is crucial to the successful operation of autonomous
vehicles from both a safety and productivity perspective. The list that follows is an overview
of crucial details discovered as a result of our study:
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*  Security Challenges due to big data utilization in AVs: As autonomous vehicles
(AVs) increasingly exploit big data to enhance their operations, they are simultaneously
exposed to a range of security concerns, including cyber security vulnerabilities. One
such difficulty is that autonomous vehicles (AVs) are more vulnerable to cyber-attacks.
According to [71], the nature of these vulnerabilities is multifaceted, including data
breaches, illegal access, and the manipulation of vehicle sensor data. According to the
findings of this study, in order to further enhance the safety of the utilization of big
data applications in autonomous vehicles, it is essential to create complex encryption
strategies and to create algorithms based on machine learning for anomaly detection.

*  Designing robust path-following functionality through big data analysis: The abil-
ity of autonomous vehicles to navigate predetermined routes in a manner that is both
secure and economical is one of the most important characteristics of these vehicles.
According to [107], the processing of a significant amount of data on road conditions,
vehicle dynamics, and environmental factors could potentially make it feasible to
perform big data analysis by simplifying the process for scientists to develop robust
path-following algorithms. By synthesizing these data, autonomous vehicles have
the ability to generate appropriate motion profiles and dynamically change velocities.
This ensures that tire-road contact remains intact under a variety of circumstances,
which leads to a higher standard of safety.

e Environmental sensing through numerous sensing modalities: In order for au-
tonomous cars to be able to make intelligent decisions, it is crucial for these vehicles to
have an extended understanding of their surroundings. As indicated by the research
presented in [108], autonomous vehicles are equipped with a variety of sensors, in-
cluding LiDAR, radar, ultrasonic sensors, and cameras, which continuously collect
high-dimensional data on their surrounding area. Big data analytics could potentially
be utilized for analysis of these sensor data in real-time, granting the vehicle the ability
to generate a high-definition image of its surrounding environment, which is vital for
both navigation and the avoidance of obstacles.

e Interconnected vehicle platform for enhanced driver convenience and safety: In
accordance with the hypothesis presented in [109], the incorporation of connected car
technologies with big data analytics has the potential to ultimately bring about an
innovative improvement in the services and functions that become available to drivers.
A connected vehicle platform could provide customized services that are targeted
to the driver’s comfort and safety by analyzing large datasets that are derived from
vehicular sensors, user preferences, and other sources of information. These services
are aimed at improving the driver’s experience. This includes things like real-time
traffic information, adaptive ambient settings, predictive maintenance, and automated
emergency response systems.

Towards the final analysis, the collection and management of large amounts of data
have become an essential component in the development of technology related to Al In
particular, the fields of automated machine learning, clustering, Gibbs sampling, and data
structures [110-113] have emerged in recent days due to their robustness. Particularly
in managing big data on AVs, there is a vital part in the pipeline by which autonomous
vehicles consume and process a vast amount and variety of data, which is essential for
improving safety, security, efficiency, and the overall user experience. However, the volume
and complexity of big data simultaneously induce a range of security difficulties. These
challenges need ongoing study and improvement in data protection and cyber security
solutions, since they are always evolving. Towards the final analysis, the collection and
analysis of large amounts of data have become an essential component in the development
of the technology behind autonomous vehicles, playing a vital part in the pipeline by which
autonomous vehicles consume and process a vast amount and variety of data, which is
essential for improving safety, security, efficiency, and the overall user experience.
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8. Blockchain in Autonomous Vehicles

The potential of blockchain technology could revolutionize the operations and func-
tionality of autonomous vehicles. As a distinctive form of distributed ledger technology
(DLT), blockchain provides a platform for secure and transparent transactions and data
exchanges, which are pivotal to autonomous vehicles. It strengthens security, maintains
privacy, and builds trust among users, vehicles, and the various entities embedded in the
transportation ecosystem. Moreover, it facilitates real-time data exchange, enhances the
decision-making abilities of autonomous vehicles, and paves the way for innovative busi-
ness models. With the integration of blockchain technology, a more efficient, interconnected,
and intelligent transportation system can be envisaged.

Blockchain technology can be used in autonomous vehicles in several ways:

1.  Enhanced situation awareness: Blockchain technology offers a secure and reliable
mechanism for autonomous vehicles to share information, elevating their situational
awareness and decision-making capabilities. It enables vehicles to exchange real-time
data regarding traffic conditions, potential road hazards, and other relevant factors.
This collected information is stored in the blockchain, which provides a transparent
and tamper-resistant record [114].

2. Reputation management: Employing blockchain technology enables the develop-
ment of a reputation system for autonomous vehicles in which reputation points
are awarded for the sharing of accurate and beneficial data. This enables vehicles
to actively contribute to the network and ensures the transmission of high-quality
data [115].

3. Security for firmware updates: Blockchain can be utilized to secure firmware updates
in autonomous vehicles, mitigating the risk of harmful attacks that could compromise
the vehicle systems [116].

4. Liability attribution: In scenarios involving accidents with autonomous vehicles,
blockchain technology can play a crucial role in accurately identifying the vehicle at
fault. This assists in resolving disputes and ascertaining fair liability assignment [117].

5. Ride-hailing platforms: Blockchain technology is applicable in the creation of secure,
decentralized ride-hailing platforms for autonomous vehicles. Such platforms provide
a secure and transparent process for users to arrange rides and for vehicles to receive
appropriate compensation for their services [118].

6. Internet of Vehicles: The implementation of blockchain can facilitate a secure, decen-
tralized network of vehicles or devices, drawing parallels to the Internet of Things.
This would enable vehicles to communicate amongst themselves, share data, and
coordinate actions in a secure, transparent manner [119,120].

8.1. Blockchain Applications

According to the published research in this field, blockchain technology has the
potential to transform a variety of different aspects of autonomous cars. According to
Kamble [121] and Show [122], utilizing blockchain technology may strengthen security
measures, expedite vehicular operations, and make collaborative storage options more
accessible. Pedrosa and Pau [123] focused on the application of blockchain technology in
intelligent transportation settings, with a specific emphasis on the function that blockchain
technology plays in the automation of contracts and transactions for the recharging process
in autonomous electric cars. Furthermore, Jain et al. [124] investigated the numerous
applications of blockchain technology in a variety of autonomous vehicles and systems.
These include autonomous electric vehicles (AEVs), autonomous underwater vehicles
(AUVs), automated guided vehicles (AGVs), autonomous aerial electric vehicles (AAeVs),
and autonomous driving systems. In conjunction, the findings of this research highlight
how the use of blockchain technology in the field of autonomous cars may improve
trustworthiness, operational dependability, and system efficiency.

When cyber security is in the spotlight, blockchain is at the forefront of mitigating the
numerous risks associated with autonomous vehicles [125]. Securing over-the-air (OTA)
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software and firmware updates, a crucial aspect of the maintenance and performance of
autonomous vehicles, is a prominent example of blockchain’s capabilities [126]. By employ-
ing a blockchain-based framework, the integrity of the update procedure is maintained,
allowing only authentic original equipment manufacturers (OEMs) to distribute software
upgrades and updates. In conjunction with ensuring that only authenticated vehicles can
access and deploy these upgrades, this creates an impenetrable security perimeter around
the OTA procedure [126].

This combination is not without its challenges and potential traps, and it is imperative
that this amalgamation be approached with discernment. The complexities of the data
transmission networks that enable autonomous cars, when combined with the inherent
symmetries of cyber security, have the potential to accidentally pave the path for new
vulnerabilities during data transfers between vehicles and IoT devices [71]. This necessitates
a relentless commitment to innovation and the construction of complex countermeasure
models and cutting-edge security algorithms, both of which are specifically geared to
neutralize cyber security vulnerabilities and prevent incidents of data loss [71].

Ultimately, blockchain technology is well-positioned to play an essential role in the
paradigm change that will be brought about by autonomous cars. This will be accomplished
via the implementation of strong security and the guarantee of unrivaled privacy. Although
blockchain is a reliable ally in reducing risks, especially with respect to over-the-air (OTA)
updates, it is essential to remain vigilant and proactive in order to successfully navigate
the problems and vulnerabilities that are brought about by the combination of blockchain
technology with autonomous cars.

8.2. Benefits in AVs

Most research has focused on the crucial role that blockchain technology may play
in the process of transforming autonomous cars. Both the [119,127] are investigating the
myriad of ways that blockchain technology might enhance cyber security, consequently
producing an impenetrable and reliable infrastructure for the real-time transfer of vehicle
telemetry data. The safety of sensitive vehicle data may be significantly improved by
using the features of blockchain technology that make it inherently secure and impervious
to change.

The discussion is brought to a higher level by Wang’s presentation of a novel framework
known as the blockchain-enabled autonomous vehicular social network (AVSN) [128]. This
cutting-edge architecture not only protects information transmission using cryptographic
protocols but also deftly orchestrates an incentive system for connected autonomous
vehicles (CAVs), which encourages them to distribute material that can be verified and
trusted. This helps to maintain the integrity of the material while also building a culture
of cooperation and trust among the many organizations that make up the network. This
brings the ecosystem closer to being in balance.

Alladi et al. [129] presented a larger perspective and provided a complete examina-
tion of the several ways in which blockchain technology might be used inside networks
of unmanned aerial vehicles (UAVs). This research study investigated a wide range of
applications, including but not limited to enhancing network security, accelerating decen-
tralized storage paradigms, fine-tuning inventory management, and boosting cutting-edge
surveillance methodologies.

The use of blockchain technology in the field of autonomous vehicles (AVs) has the
potential to usher in a number of significant developments and advantages over a wide
variety of domains. Listed below is an in-depth analysis of these cutting-edge advantages:

*  Blockchain-based collaborative crowd sensing (BCC) in autonomous vehicular net-
works (AVNs): Blockchain prepares the way for an unprecedented, safe environment
that is favorable for intense data transfers and fair recompense. This is an important
step in the development of pioneering vehicular crowd sensing. It does an excellent
job of protecting the privacy of AVs while also assuring the efficient usage of resources
in the process of completing tasks [130].
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Impenetrable security and uncompromised privacy: AVs, which are often afflicted by
intrinsic security weaknesses, may find refuge in the arms of blockchain technology,
which offers impenetrable security and does not compromise privacy. The blockchain
eliminates reliance on any centralized entity, thanks to its decentralized philosophy,
and the immutability of its ledger instills unshakable faith in the system. Its inherent
design principles render it immune to both single points of failure and a wide variety
of security flaws, making it a very secure system. The combination of blockchain
technology and artificial intelligence (Al) creates a sturdy fortress that efficiently
protects autonomous vehicles (AVs) from a wide variety of dangerous threats [131].
Uncompromisable data integrity: The combination of blockchain technology and
unmanned aerial vehicles (UAVs) that are incorporated into autonomous vehicles
(AVs) acts as a stronghold for data-related security. This hybrid approach may be
further strengthened by the use of Al, opening the path for an integrated security
fabric that is both robust and adaptable [132].

Efficient privacy preservation conventional federated learning (FL) systems, which
utilize direct raw data transfers to servers, are known for the privacy issues that they
invoke. Although blockchain may be a helpful tool in protecting users’ privacy, doing
so comes at the expense of increased computing load. The implementation of gradient
encryption in FL makes it possible to encrypt data in situ. This is made possible by
using the processing power of edge devices. This not only protects the privacy of the
data but also eliminates the need for extra processing resources, and it does all of this
without any additional cost in terms of performance [14].

In a nutshell, the combination of blockchain technology an autonomous vehicle tech-

nology heralds the beginning of a new age of innovation that will be characterized by
groundbreaking vehicular crowd sensing, unshakable security, perfect data integrity, and
resource-efficient privacy conservation solutions.

8.3. Blockchain Potential Risks in AVs

Blockchain technology, heralded as a game changer for numerous industries, also

shows promise in transforming the realm of autonomous vehicles (AVs). However, it is
imperative to carefully navigate the intricate web of challenges and risks associated with
its implementation:

Scaling bottlenecks: Major blockchain networks such as Ethereum and Bitcoin ex-
hibit constrained processing capacities, hovering around 5 to 20 transactions per
second [133]. When juxtaposed with the high-velocity data exchanges integral to
vehicular networks, these limitations pose significant challenges. It is imperative to
develop or adopt blockchain architectures that are nimble enough to accommodate
the velocity and volume of data inherent in autonomous vehicular systems.

Cyber security threats: The complex communication networks that form the backbone
of AV interactions are not impervious to cyber threats. These networks could be
prey to attacks that not only compromise data but also imperil human lives through
accidents instigated by erroneous or manipulated data [133]. To address this, cyber
security mechanisms need to be woven into the blockchain fabric to fortify the system
against intrusions and hacks.

Navigating privacy concerns: Although blockchain technology’s decentralized ledger
systems improve security, the irreversible nature of data that is held on blockchains
may pose privacy problems if not managed properly. It is essential to make use
of privacy-enhancing technology, either via zero-knowledge proofs or other crypto-
graphic approaches, in order to bring blockchain’s transparency into harmony with
the need for user anonymity and data security.

Integration complexities: The rapid rate of innovation in hardware and software stands
in stark contrast to the longer service life cycles of vehicles [134]. The integration of
blockchain into the dynamic ecosystem of autonomous vehicles demands an agile ap-
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proach, possibly through modular and adaptable frameworks that can keep pace with
technological advancements without necessitating wholesale infrastructural changes.
e Environmental and resource stewardship: Certain blockchain frameworks, particularly
those reliant on proof-of-work consensus algorithms, are notorious for their prodi-
gious energy consumption. Beyond the environmental repercussions, the resource
intensiveness of these systems could also tax the computing capacities within vehicles.
Alternative consensus algorithms such as proof of stake or proof of authority might
mitigate these challenges, striking a balance between security and resource efficiency.

It is crucially important to adopt an intelligent and forward-thinking strategy in order
to maximize the revolutionary potential of blockchain technology in autonomous cars and
enjoy the benefits of this potential. This requires the development and implementation
of blockchain frameworks that are scalable, secure, and resource-efficient, along with the
integration of privacy protections and cyber security defenses. The academic literature
emphasizes both the exciting prospects, as well as the inherently difficult obstacles, that
are associated with the combination of blockchain technology and autonomous cars. The
potential security flaws that are associated with connected autonomous vehicles (CAVs)
were investigated in depth in critical research that was carried out by Rajendar et al. [135].
The study focused on the potential solutions that may be provided by blockchain technology.
Notably, the study highlighted the potential of blockchain technology to improve the
reliability and integrity of data transfers, as well as intervehicle communication.

In a study that echoes similar results, Gupta et al. [136] conducted an in-depth investi-
gation of the threat scenario posed by CAVs and highlighted the potentially game-changing
role that blockchain technology may play in the fortification of vehicle networks. Their
research went beyond just praising the benefits of blockchain technology and instead pro-
vided concrete insights into how blockchain-based frameworks might be adapted to meet
the specific safety criteria of CAVs.

In addition, Reyna et al. [137] investigated the symbiotic relationship between blockchain
technology and the ecosystem of the Internet of Things (IoT). Blockchain emerges as a
formidable tool for maintaining data security, allowing for smooth machine-to-machine
transactions and limiting the single points of failure in centralized systems when connected
autonomous vehicles (CAVs) are used in conjunction with Internet of Things (IoT) networks.
This intersection is of special relevance.

In their comprehensive study of the uses of blockchain technology in intelligent trans-
portation systems, which includes autonomous vehicles (CAVs), Jabbar et al. [138] provided
a 360-degree perspective. Their research meticulously catalogs a variety of blockchain
implementations, deconstructing their respective advantages and disadvantages and pro-
viding a comparative analysis of the outcomes. This thorough study provides vital insights
for decision makers and engineers, assisting them in choosing the ideal blockchain architec-
ture that is in harmony with the requirements and restrictions of intelligent transportation.

In conclusion, the academic discussion highlights the enormous potential of blockchain
technology as a key component to improve the safety, dependability, and effectiveness
of CAVs. However, it should also be noted that this is not a problem that can be solved
with a single solution; rather, the deployment of blockchain technology requires careful
evaluation of the obstacles and restrictions it presents. In order to maximize the benefits
that may be derived from the groundbreaking combination of blockchain technology and
autonomous car ecosystems, it is necessary to maintain a high rate of innovation and have
a solid grasp of the complexity involved in both of these fields.

8.4. Blockchain-Based Solutions for AVs

The exploration of blockchain technology application in autonomous vehicles (AVs) is
thoroughly presented across five distinctive aspects in Tables 3—7.

Table 3 focuses on the employment of blockchain to enhance the security of data
storage in AVs. The presented solutions are built on Ethereum, Consortium BC, and Private
BC platforms.
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Table 4 highlights the potential of blockchain technology in securing communication
channels, particularly those relating to vehicle-to-vehicle (V2V) networks and in-vehicle net-
works, with works using various platforms, including Ethereum, Bitcoin, and Lightweight
BC.

In Table 5, the attention shifts towards the preservation of data integrity and privacy
in AV systems. The presented solutions address concerns such as AV forensics and location
privacy, employing platforms like Permissioned BC, [oTChain, and IOTA Tangle DLT.

Table 6 presents a comprehensive analysis of how blockchain technology can be lever-
aged for forensic purposes in the context of AVs, providing means for accident responsibility
identification and event recording systems.

Table 7 expands on research and implementations that focus on utilizing blockchain
for reputation and trust management among AVs. The discussed solutions utilize both the
Public and Consortium BC platforms.

All of the tables below provide valuable insight into the multifaceted role that blockchain
technology can play in addressing challenges in the autonomous vehicle sector. This ranges
from enhancing data security to creating network trust, emphasizing the immense opportu-
nity that blockchain presents for future research and development in this field.

Table 3. Blockchain applications in autonomous vehicles (AVs)—secure data storage.

Description Blockchain Platform Authors Year

Secure cloud-based storage of AV data Ethereum Jiang et al. [139] 2019

Secure data storage and sharing between AVs and RSUs Consortium BC Zhang et al. [140] 2019
Encrypting and hashing the AV data for secure storage Public/Private BCs Singh et al. [141] 2021
Data storage system with incremental AV data updating Ethereum Yin et al. [142] 2021
Secure data storage and sharing among AVs Ethereum Riya et al. [143] 2022
Encrypting and hashing the AV data for secure storage Private BC Meghna et al. [144] 2022

Table 4. Blockchain applications in Autonomous vehicles (AVs)—secure communication channels.

Description Blockchain Platform Authors Year

Securing V2V communications and privacy protection Private BC Singh et al. [145] 2017
Securing V2V communications (V2V network) Ethereum Rowan et al. [146] 2017
Securing the communications between AVs and RSUs Bitcoin Yang et al. [147] 2018
BC-based V2V data aggregation model Hyperledger Fabric Mitra et al. [148] 2018
Securing smart sensors of AVs (in-vehicle network) Ethereum Rathee et al. [149] 2019
Securing in-vehicle network components Private BC Oham et al. [150] 2021
Secure sensing and tracking of AVs Ethereum Dakshita et al. [151] 2021

Secure routing for swarm UAS networking Lightweight BC Wang et al. [152] 2021
BC-based system for secure V2V communication Public BC Kamal et al. [153] 2021
BC-based secure V2V communication using ICN Public BC Ali et al. [154] 2022
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Table 5. Blockchain applications in autonomous vehicles (AVs)—data integrity and privacy.

Description Blockchain Platform Authors Year

Records all necessary data for an AV forensics solution Permissioned BC Cebe et al. [155] 2018
Protecting the AV identity and location privacy loTChain [156] Lietal. [157] 2018
Ensure safety and information integrity inside the AV Bitcoin Davi et al. [158] 2019
Data integrity by tracking the actions of AVs Exonum platform Narbayeva et al. [127] 2020
Protection against data-tampering attacks in AV network IOTA Tangle DLT Rathore et al. [159] 2020
BC key management framework and hash graphs Permissioned BC Jha et al. [133] 2022

Table 6. Blockchain applications in autonomous vehicles (AVs)—forensics applications.

Description Blockchain Platform Authors Year

Fragmented ledger for forensic analysis of traffic accidents Lightweight BC Cebe et al. [155] 2018
Event recording system for vehicular digital forensics Ethereum Lietal. [160] 2021
BC-based accident responsibility identification model Lightweight BC Yao et al. [161] 2022
BC-based reputation system for AV accident forensics Permissioned BC Oham et al. [150] 2022

Table 7. Blockchain applications in Autonomous vehicles (AVs)—reputation and trust management.

Description Blockchain Platform Authors Year

Data sharing in V2V using reputation and contract theory Public BC Kang et al. [162] 2019
BC-based solution for reputation management in IoV Ethereum Abbes et al. [163] 2021
Two-layered AV reputation BC system Private/Public BCs Lee et al. [164] 2021

BC-based trust scheme for cellular V2X ecosystems Consortium BC Bhattacharya et al. [165] 2022
BC-based reputation system for secure V2V communications Public BC Kianersi et al. [115] 2022

9. Discussion
9.1. Challenges, Open Issues, and Future Research Directions for EIAV's

The domain of autonomous vehicles (AVs) remains in its growth phase, laden with an
abundance of sensitive information and fresh technical hurdles. The enormous breadth
and complexity of the topic render it multifaceted terrain. This is further compounded by
the current scarcity of comprehensive global standards that guide the development, safety,
and security procedures for AVs. As a result, investigating and addressing issues regarding
the security and safety of AVs is not only highly intricate but also of utmost importance.

As AVs continue to evolve technologically, their ecosystem is expected to broaden to
include a greater number of individual devices and supplementary infrastructure. This
growth is likely to bolster connectivity; however, it could simultaneously render AVs more
vulnerable to a plethora of security risks. This development gives rise to critical questions
and challenges that demand immediate scholarly attention.

*  Protection of V2X communication: Ensuring the security of vehicle-to-everything
(V2X) communication is critical, as a breach in AVs might have cascading effects on
connected smart infrastructure and vice versa. For instance, an attack on an electric
vehicle could ripple through to the electricity grid, charging stations, and utility
systems. Consequently, future research should prioritize the formulation of strong
protective measures and the establishment of secure communication channels.

*  Synchronization of safety and security protocols: Typically, assessments of vehicle
safety and security are performed separately, which leads to the creation of disparate
protective measures. However, fostering a seamless synergy between safety and
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security protocols within AVs is essential. Therefore, future research must concentrate
on analyzing the inter-relations between safety and security measures to ascertain
their coordinated efficiency.

* Engagement with non-automated road participants: In mixed traffic conditions,
AVs need to effectively communicate and cooperate with both automated and non-
automated road users, such as traditional vehicles, bicycles, and pedestrians. Gaining
insight into and making predictions about human behavior in mixed traffic situations
is difficult but vital for ensuring safety. There is an urgent need for research that
improves our grasp of the interactions between humans and AVs in these contexts.

e Safeguarding CAN bus communications: The Controller area network (CAN) bus,
which handles sensor data transmission, is exposed to potential attacks. In the absence
of security measures like encryption, vital mission-planning data can be exposed and
at risk. Future investigations should focus on strategies for effectively safeguarding
CAN bus communications to maintain data integrity and authenticity.

*  Adapting to new attack methods: As technology keeps advancing, so do the methods
used in cyber attacks. Future research needs to stay one step ahead by trying to predict
the new ways that attackers might attempt to breach security and by developing
strategies to prevent these attacks before they can happen.

¢ Formulation of holistic standards and regulations: The absence of universal standards
for the safety and security of AVs presents a considerable obstacle. The creation and
enforcement of international norms would supply a uniform framework to steer the
development of secure and reliable AV systems, consequently bolstering the overall
security stance of AVs.

*  Addressing machine learning weaknesses: Machine learning, especially deep learning,
is a cornerstone of AV technology but is vulnerable to targeted attacks. Future stud-
ies should consider the development of solid strategies to shield machine-learning
algorithms in AVs from these potential incursions.

9.2. Challenges

The development of autonomous vehicles signifies a transformative potential for the
future of both private and public transportation systems. Nevertheless, the realization of
this future is contingent upon overcoming numerous obstacles, particularly in the area of
security. As this field of research progresses, it becomes increasingly clear that ensuring the
secure and reliable operation of AVs is a task of considerable complexity. As discussed in
the preceding sections, sensor systems and communication channels, which are integral
to the functioning of AVs, are susceptible to an array of cyber attacks. This necessitates
substantial advances in the areas of image analysis and processing capacity to consistently
and accurately interpret complex driving environments and make optimal decisions in real
time.

In addition to these technical challenges, there are also significant societal, legal, and
ethical hurdles to be explored. The societal acceptance of AVs lies in public confidence
in their safety and reliability, requiring comprehensive and robust safety validation. Fur-
thermore, the regulatory landscape for AVs is still evolving and represents a significant
challenge, with requirements varying across countries. Finally, there are also ethical dilem-
mas to be addressed, relating to the decision-making capabilities of AVs in critical scenarios.
Addressing these multifaceted challenges will be a key part of the journey towards a future
where autonomous vehicles become a widespread reality.

Ultimately, as the world of transportation is experiencing major changes due to the
introduction of autonomous vehicles (AVs), there is a lot of interest in how they could
completely change the way we travel. However, as these vehicles continue to develop,
especially in terms of how they can understand and react to human emotions, there are
many different challenges that emerge. Through our detailed research, we have identified
the following key areas that need attention and investigation.
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10.

Risk mitigation technologies: Transitioning from manual to automated driving re-
quires a comprehensive understanding of risk mitigation technologies. In the discus-
sion on risk mitigation requirements and problems, the parameters of object detection,
cyber security, and privacy in V2X interactions stand out as significant topics [125].
Real-time decision making: In order for an autonomous vehicle to be considered
competent, it must be able to successfully carry out real-time decision making, which
allows it to outperform the skills of a human driver. Technology must continue
to advance, especially in the areas of high-speed processing and decision-making
algorithms, in order for such achievements to be possible [125].

Garnering public trust: The level of public trust is a crucial factor that determines the
final level of success and broad adoption of autonomous vehicles. This necessitates
an amount of technical accuracy that has never been seen before, establishing faith
in the autonomous vehicle’s capacity to find solutions to problems and ensuring its
overall safety [14].

Precision positioning technologies: The development of technologies that are able
to accurately identify the locations of vehicles is necessary for the production of
intelligent transportation systems that are both safe and dependable. These systems
need to take into account a variety of unknown factors, including the unexpected
behaviors of pedestrians, random objects, and different road conditions [14].
Environmental detection: The ability of an autonomous vehicle to accurately identify
its surroundings is essential to the vehicle’s ability to navigate successfully. As a result,
AV safety relies heavily on the development of technologies that can detect and react
appropriately to a variety of settings [14].

Pedestrian detection: The protection of pedestrians must be given top priority in the
design of autonomous vehicles, which calls for detecting systems that are accurate
and dependable [14].

Path planning: The capacity of an autonomous vehicle to plot its own route is a critical
factor in determining not just its level of safety but also its level of efficiency. As a
result, the creation of technologies that make precise route planning and prediction
possible is of critical importance [14].

Motion control: The successful control of motion is necessary for the safe navigation
of AVs. The development of technologies that can precisely regulate the motion of the
vehicle, even under unanticipated conditions, is an issue of the highest priority [14].
Vehicular communication technologies: The field of V2X communications requires
the development of reliable vehicular communication technologies, which can enable
autonomous cars to connect without any issues with other vehicles and infrastruc-
tures [9].

Traffic management: The increasing number of autonomous vehicles may make
traffic congestion worse if it is not controlled in an effective and reliable manner.
Innovative methods like policy-based deep reinforcement learning and intelligent
routing are able to optimize traffic flow management, which, in turn, helps mitigate
congestion [166].

Despite the fact that these challenges appear impossible to overcome, they highlight

the considerable future potential for research and innovation in the entire spectrum of
autonomous vehicles.

By addressing these difficulties head-on, we can ensure the integration of autonomous

vehicles into our transportation networks in a way that is both safe and efficient, leading
to a new age of mobility. Researchers can ensure the safe and effective integration of
autonomous cars into our transportation networks by continuing to tackle these challenges
head-on, ushering in a new era of transportation.

Challenges and Proposed Solutions for Autonomous Vehicle Security

Before delving into the specific challenges and their corresponding solutions, it is

important to acknowledge the complex and dynamic nature of security in the autonomous
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vehicle landscape. The fusion of advanced technologies such as Al, IoT, and blockchain,
while enabling unprecedented levels of automation, also introduces complex security
dimensions that demand comprehensive and innovative solutions. These complexities
are further compounded by the fact that autonomous vehicles operate in real-time and
ever-changing environments, necessitating agile and robust security systems. Therefore,
understanding the potential difficulties in implementing fundamental security concepts
and supplementary features is of paramount importance, as is the identification of prac-
tical solutions to these challenges. Let us explore some of these challenges and their
proposed solutions.

Challenge 1—System complexity: The complex network of sensors, advanced algo-
rithms, and interconnected systems inherent in autonomous vehicles introduces substantial
complexity to the application of security concepts.

Proposed solution: Incorporating a ’security by design’ approach, where security
measures are fundamentally integrated at the design inception of the system, is critical.
Additionally, system compartmentalization could limit potential security breaches by
ensuring each component operates independently and is isolated from the others.

Challenge 2—Real-time operation requirements: Given the real-time nature of au-
tonomous vehicles’ operational decisions, the introduction of latency by certain security
operations, particularly complex encryption algorithms, can impede smooth functionality.

Proposed solution: The application of lightweight encryption algorithms and hardware-
accelerated security operations can help fulfill real-time requirements without compromis-
ing security.

Challenge 3—Scalability issues: The exponential growth of data volume exchanged
and managed as autonomous vehicles proliferate can strain the system, thereby complicat-
ing security maintenance and incident response.

Proposed solution: The implementation of scalable security solutions is essential.
Here, distributed ledger technologies such as blockchain can ensure security and privacy
in a decentralized and scalable manner.

Challenge 4—Long vehicle lifespan: The typical life cycle of vehicles far outlasts the
rapid evolution of cyber threats, posing a unique challenge.

Proposed solution: Over-the-air (OTA) updates can be instrumental in enabling
vehicles to continually update their security systems to counter new threats. Ensuring
backward compatibility of these updates is a critical aspect of this solution.

Challenge 5—legislation and standards: The accelerated pace of autonomous vehicle
technology development often surpasses the existing legislation and security standards.

Proposed solution: A cooperative effort involving vehicle manufacturers, cyber secu-
rity experts, and policymakers is necessary to establish and regularly update regulations
and standards specifically tailored to autonomous vehicles.

Although these challenges are significant, they are not unsolvable as long as there is
continual research, innovation, and a concerted effort to collaborate across the numerous in-
dustries that are contributing to the development and deployment of autonomous vehicles.

9.3. Open Topics

In order to acquire a more complete understanding of the immense potential and
inherent complexities involved in the development of emotionally intelligent autonomous
vehicles (EIAVs), the following clarifications may be considered:

¢ In-vehicle health monitoring [167]: An enhanced focus on health monitoring within
vehicles could lead to the incorporation of sophisticated biometric and physiological
sensors. These could track passenger vital signs, stress levels, and emotional states.
EIAVs, equipped with advanced health monitoring systems could adapt their behavior
in real time to ensure a safer and more comfortable journey. For example, detecting
elevated stress levels could trigger a more conservative driving style or initiate a
calming ambient environment.
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¢  Simulation-based testing and validation [168]: Enriching simulation-based testing
for emotionally intelligent autonomous vehicles (EIAVs) necessitates the introduc-
tion of multifaceted emotional scenarios. This incorporation brings a novel layer of
complexity to the validation process. For instance, the manner in which an EIAV
responds to a passenger experiencing emotional distress becomes a crucial metric of
its performance. Similarly, the vehicle’s ability to identify and respond appropriately
to a passenger’s discomfort in heavy traffic or concern about speed forms an essential
part of its evaluation. The development of such emotional scenario databases for
rigorous testing, followed by a thorough assessment of EIAVs’ responses, constitutes
a pivotal aspect of their evolution.

¢ Underwater Internet of Things (UloT) [169]: Gaining higher-level abstractions or
insights from the UloT, EIAVs could incorporate underwater vehicular communication
protocols for specific applications, such as underwater rescue or exploration vehicles.
The unique challenges and solutions in UloT communication could provide valuable
lessons to enhance V2X (vehicle to everything) communication in EIAVs, even under
challenging conditions.

¢ Intelligent data processing methods [170]: To enhance EIAV capabilities, we might
integrate artificial intelligence and machine learning techniques to analyze the vast
amount of data these vehicles would generate and receive. Emotional data, in particu-
lar, can be complex and multimodal, necessitating sophisticated, Al-driven approaches
for reliable interpretation and reaction.

¢  Autonomous traffic management (ATM) [171]: Extending the scope of ATM to in-
clude affective factors is an intriguing area of research. For instance, traffic congestion,
an external factor, invariably impacts the overall mood of a passenger within a vehicle.
An advanced EIAV could be designed to intelligently respond to such circumstances.
It may proactively select routes less predisposed to causing passenger stress or lever-
age onboard systems to sustain a tranquil environment, irrespective of the traffic
conditions outside. This indicates that future EIAVs must not only be able to navigate
efficiently through tangible road networks but also to understand the complex nature
of human emotions.

These topics further underscore the groundbreaking potential of EIAVs and the mul-
titude of open-ended research avenues they present. By employing a cross-disciplinary
approach and incorporating lessons learned from related disciplines, the emergence of
EIAVs as an essential component of our transportation ecosystem becomes more plausible.

9.4. Cyber Security Risks and Safety Concerns of EIAVs

Emotionally intelligent autonomous vehicles (EIAVs) represent an innovative integra-
tion of artificial intelligence and machine learning. These vehicles are designed with the
capability to understand and adapt to human emotions, thereby promising a transformative
shift in the transportation sector. However, alongside the innovative possibilities, they also
introduce considerable cyber security risks and safety challenges, which necessitate com-
prehensive research and strategic intervention. Several crucial points have been identified
for the successful deployment of EIAVs:

Cyber security threats:

*  Sensor and communication security: EIAVs rely heavily on components such as
camera sensors, global positioning systems (GPS), and V2X (vehicle-to-everything)
communication protocols. These are potential targets for cyber attacks. Therefore,
robust protective measures can be instituted to secure these crucial components, as
presented in [91].

¢ Onboard unit (OBU) security: The OBU functions as the central processing unit of
an autonomous vehicle and can be subjected to cyber exploitations, facing significant
threats to the vehicle’s safety and functionality. Strengthening the cyber security
defenses of the OBU is an essential aspect of protecting EIAVs, as highlighted in [91].
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Systemic vulnerabilities: The systemic complexity that is present in EIAVs expands
the potential surfaces for cyber attacks. Comprehensive cyber security strategies
are essential to ensure that all points of potential intrusion are secured, as described
in[172].

Interconnected system vulnerabilities: The interconnected and interoperative nature of
systems within EIAVs can introduce unintended security gaps. Early identification and
rectification of these vulnerabilities are critical to a robust and secure approach [172].
Proprietary system risks: Proprietary systems or integrated systems that lack op-
timal interaction with other systems could present additional security challenges.
The development and implementation of standardized protocols ensuring seamless
interoperability are necessary to alleviate these risks [173].

Edge computing concerns: The incorporation of edge computing and localized nodes
in EIAVs can lead to severe privacy and security issues. Addressing these requires a
thorough evaluation and subsequent enhancement of existing security protocols, as
mentioned in [174].

Safety concerns:

Risk mitigation technologies: To maintain safety standards, concurrent advancements
in risk mitigation technologies are indispensable in the progression of autonomous
vehicles [125].

Object detection and V2X privacy: The establishment of rigorous safety standards for
object detection and V2X privacy is integral to the reliable operation of EIAVs. The
formulation of these norms remains a significant area of research [125].

Evaluation of autonomous technology: A comprehensive analysis of the potential
benefits and risks of autonomous technology is required for its effective integration
into conventional transport systems. This objective evaluation must be coupled with
robust risk mitigation strategies [125].

Intelligent navigation capabilities: The ability of EIAVs to intelligently interact with
and navigate safely among other road users is fundamental to their operational
viability. Enhancing these capabilities forms a crucial part of improving the overall
safety of EIAVs [125].

9.4.1. Consequences for People’s Lives and the Economy

Autonomous vehicles are becoming increasingly popular, and with their rise comes the

need for robust security measures to protect against potential cyber attacks. Security flaws
in autonomous vehicles can have significant impacts on people’s lives and the economy.
Listed below are some ways in which security vulnerabilities in autonomous vehicles could
impact people’s lives and the economy:

Safety: Security flaws in autonomous vehicles can compromise the safety of passengers
and other road users. For example, a hacker could take control of an autonomous
vehicle and cause it to crash or drive recklessly [175].

Privacy: Autonomous vehicles collect a lot of data about their passengers, such as
their location and driving habits. If these data fall into the wrong hands, they could be
used for nefarious purposes [175].

Economy: Autonomous vehicles have the potential to revolutionize the transportation
industry, but security flaws could slow down their adoption. If people do not trust
autonomous vehicles to be secure, they may be less likely to use them, which could
have a negative impact on the economy [175,176].

Itis important to note that security flaws in autonomous vehicles are not just theoretical.

Researchers have already demonstrated that wireless jamming attacks can impact the fuel
efficiency of cooperative adaptive cruise control (CACC) systems [177]. Additionally, there
is a lack of effective infrastructure for evaluating security solutions for autonomous vehicles.
This means that there is still a lot of work to be done to ensure that autonomous vehicles
are secure [178].
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In conclusion, security is a crucial aspect of autonomous vehicles, and the potential

repercussions of a breach are significant. It is important to continue researching and
developing security measures to protect against potential cyber attacks.

9.4.2. Fundamental Security Principles

Fundamental security principles are crucial for protecting the security of autonomous

vehicles and the dangers they seek to counteract. Autonomous vehicles rely on complex
software and hardware systems to operate [179], and any vulnerabilities in these systems
can be exploited by attackers to gain control of the vehicle or cause it to malfunction. This
can result in serious safety risks for passengers, other drivers, and pedestrians.

Some of the key security principles that are important for protecting autonomous

vehicles include:

Safety and Data protection: Autonomous vehicles generate and process vast amounts
of data, including sensor readings, location information, and communication data.
Protecting these data from unauthorized access or manipulation is essential to main-
tain privacy and prevent misuse. Ensuring the security of these systems is vital to
prevent unauthorized access or malicious attacks that could compromise the safety of
the vehicle and its occupants [179].

System integrity: Autonomous vehicles rely on complex software and hardware
systems to operate effectively. By adhering to security principles such as secure coding
practices and regular vulnerability assessments, the integrity of these systems can be
maintained, reducing the risk of system failures or malfunctions [180].

Resilience to attacks: Autonomous vehicles are potential targets for cyber attacks,
which can range from unauthorized access to the vehicle’s systems to remote control
of its functions. Implementing security principles helps to identify vulnerabilities,
establish robust defenses, and develop incident response plans to mitigate the impact
of attacks and ensure the vehicle’s continued operation [180].

Public trust: Security principles are essential for building and maintaining public trust
in autonomous vehicles. By implementing robust security measures, autonomous
vehicle manufacturers and operators demonstrate their commitment to protecting the
safety and privacy of users [179].

Perception security: Autonomous vehicles heavily rely on perception, such as obstacle
detection, traffic sign detection, lane detection, etc. With the power of deep learning
algorithms, such perception tasks in autonomous driving systems widely apply deep
neural network (DNN)-based models. Recent works have found that DNN models are
generally vulnerable to adversarial examples or adversarial attacks. Thus, studying
the security of perception in autonomous driving systems under physical-world
adversarial attacks is very necessary [181].

Data poisoning attack: The development of connected and autonomous vehicles
(CAVs) relies heavily on deep learning technology, which has been widely applied to
perform a variety of tasks in CAVs. On the other hand, deep learning faces some secu-
rity concerns. Data poisoning attacks, as one of the security threats, can compromise
deep learning models by injecting poisoned training samples. Therefore, the principles
of poisoning attacks are worth studying in order to propose countermeasures [182].
Intrusion detection: Intelligent transportation systems (ITSs), particularly autonomous
vehicles (AVs), are susceptible to safety and security concerns that impact in people’s
lives. The safekeeping of communications and computing constituents of AVs can
be threatened using sophisticated hacking techniques, consequently disrupting AVs
from operative usage in our daily life routines. In this regard, a multistage intrusion
detection framework can be used to identify intrusions from ITSs and produce a low
rate of false alarms. The proposed framework can automatically distinguish intrusions
in real time [183].

These principles are important for protecting the security of autonomous vehicles and

the dangers they seek to counteract. Autonomous vehicles rely on complex software and
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hardware systems to operate, and any vulnerabilities in these systems can be exploited
by attackers to gain control of the vehicle or cause it to malfunction. By following these
fundamental security principles, autonomous vehicle manufacturers can help to protect
the security of their vehicles and prevent them from being exploited by attackers.

9.5. Privacy Preservation Techniques in Vehicular Communications

Considering the increasing popularity of vehicular networks, privacy preservation
emerges as a vital concern, specifically in transactions between autonomous vehicles
and third-party entities, such as traffic management systems. The following methods
underscore the key techniques employed to uphold the privacy of information within these
interactions:

Encryption: As a foundational method in information security, encryption transforms
data into a code to impede unauthorized access. Various algorithms—both symmetric (e.g.,
AES and DES) and asymmetric (e.g., RSA and ECC)—are employed to safeguard sensitive
data [184].

Secure communication protocols: During data transit, the adoption of secure com-
munication protocols is integral. Protocols such as transport layer security (TLS) and
Internet protocol security (IPSec) deploy robust encryption and authentication mechanisms
to maintain data confidentiality and integrity [185,186].

Anonymization: To protect the identity of individuals or vehicles, anonymization
techniques are used. These involve the removal or encryption of personally identifiable in-
formation (PII) such as location, image, and license number [187]. For instance, pseudonym
systems can be employed where vehicles are allocated pseudonyms, obscuring the trace-
ability of the vehicles’ real identity.

Blockchain technology and blockchain smart contract code: The decentralized na-
ture of blockchain technology fortifies data privacy within vehicular networks. It ensures
that every data transaction is recorded and authenticated transparently and securely, pro-
hibiting unauthorized alteration or access. In [188], the authors reviewed the applied
state-of-the-art formal methods of smart contract specification and verification with the
aim of reducing the risk of faults and bug occurrence and avoiding possible resulting costs.
However, most approaches fail to reflect the characteristics of the blockchain and user
behavior. In, [189], the authors proposed a novel formal modeling approach to verify the
execution environment behavior of smart contracts. The authors applied this formalization
to a real-world example of a smart contract and analyzed its violations using a statistical
model verification technique [189].

Differential Privacy: This methodology allows the public dissemination of informa-
tion about patterns within a dataset, while safeguarding the individual data points within.
In the context of vehicular networks, differential privacy can be leveraged when sharing
data with third parties, thereby preventing any possibility of reverse engineering to single
out individual vehicles or users.

Homomorphic encryption: This method allows for computations to be conducted
on encrypted data without the necessity of decryption. As such, a third-party system
could analyze and work with the received data while preserving the privacy of the raw
data [190,191].

Federated learning for autonomous vehicle privacy protection: Federated learning
is a distributed machine learning technique that allows models to be trained collaboratively
without directly sharing the data [192]. Instead of transmitting individual client data to a
central server, the central server sends its model to the clients, and each client trains the
model with its own data. This approach helps protect the privacy of the data collected by
autonomous vehicles while still allowing for model improvement [187,193].

Personalized k anonymity: Personalized k anonymity is a privacy preservation tech-
nique that ensures that query contents submitted by users in autonomous vehicles are
sufficiently protected. It achieves this by perturbing location information or applying k-
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anonymity techniques, which group queries together to provide privacy while maintaining
query utility [194].

As part of their functioning, autonomous vehicles need to communicate with various
external entities, such as other vehicles (V2V communication), infrastructure (V2I com-
munication), and broader networks (V2N communication). This communication process
often involves the transmission of sensitive data, including vehicle location, speed, naviga-
tion details, and even potentially sensitive user information. Therefore, ensuring privacy
becomes crucial.

Each method described in this subsection—encryption, secure communication pro-
tocols, anonymization, blockchain technology, differential privacy, and homomorphic
encryption—serves to protect the privacy of data communicated between autonomous
vehicles and third-party entities.

Ultimately, while these techniques are not exclusive to autonomous vehicles and can
be applied to various domains where secure data transmission is required, they are highly
relevant and necessary in the context of autonomous vehicular communications.

9.6. Future Research Directions

The future of cyber security for emotionally intelligent autonomous vehicles (EIAVs)
calls for a multidisciplinary approach that embraces advancements in a broad spectrum
of technological domains. One such promising proposition arose from Gupta [136], who
suggested the incorporation of blockchain technology to reinforce security measures within
EIAVs. The unique attributes of blockchain, notably its decentralization and immutability
characteristics, have been widely recognized for their potency in securing digital trans-
actions against unauthorized intrusions and manipulations. The decentralized nature
of blockchain can act as a potent defense mechanism, distributing data across multiple
nodes and thereby significantly reducing the risk of a centralized attack. This approach can
effectively prevent single-point-of-failure attacks, providing an extensive and robust type
of defense for EIAVs. Furthermore, the built-in integrity of blockchain technology creates
an incorruptible digital database of transactions that can be programmed to record virtually
anything of value, including sensitive vehicular data. This feature not only offers an added
layer of data security but also promotes transparency and traceability, thus fostering trust
in the EIAV ecosystem.

However, the application of blockchain technology in EIAVs is still in its first steps and
presents its own set of challenges and research opportunities. The integration of blockchain
with EIAV systems requires extensive exploration to ascertain the optimal approaches for its
deployment. This includes but is not limited to determining the type of blockchain (public
or private), the consensus protocol, the handling of scalability issues, and the management
of privacy concerns. In addition, the unique characteristics of EIAVs, such as the real-
time requirement and large-scale data generation, pose new demands for blockchain
technology, which calls for further innovations and improvements. Therefore, Gupta’s
proposal illuminates a pivotal research direction that requires extensive technological
exploration, rigorous testing, and continuous optimization to fully harness the potential
of blockchain technology to bolster EIAV security [136]. The adoption of proactive cyber
security measures, a concept ably advanced in [27], is a necessary complement to this effort.
Prioritizing real-time threat detection and responsive algorithms holds great promise to
prevent cyber security threats and eliminate them before they develop into severe attacks.
Future EIAV research endeavors must resolutely address this aspect, nurturing proactive
and preventative cyber security measures.

In [183], an enhanced multistage intrusion detection framework was proposed for
autonomous vehicles (AVs) and intelligent transportation systems (ITSs). Recognizing
that these systems are susceptible to sophisticated hacking techniques, the researchers
introduced a bidirectional long short-term memory (LSTM) architecture that efficiently
identifies intrusions in real time. Their integration of a normal state-based mechanism
along with deep learning techniques suggests an effective method for managing complex
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attack scenarios. This direction, as demonstrated effectively through extensive testing,
accentuates the potential of deep learning techniques in augmenting cyber security in AVs
and ITSs. He et al. [180] proposed a comprehensive machine-learning-based detection
framework for connected and autonomous vehicles (CAVs) to prevent cyber attacks. They
proposed a UML (unified modelling language)-based cyber security framework founded on
the CAV cyber security principles of the United Kingdom. Their distinctive contribution is
the development of a novel CAV communication cyber-attack dataset (CAV-KDD), which is
tailored to cyber attacks based on communication. Their findings highlight the importance
of machine learning, supported by structured cyber security frameworks, in proactively
protecting CAVs against potential cyber threats.

Torre et al. [195] emphasized the importance of securing the integral vehicular technolo-
gies of emotionally intelligent autonomous vehicles (EIAVs), including sensing, positioning,
and vision systems. As these systems serve as the foundation on which EIAVs operate
and interact with their environment, they become prime targets for potential cyber attacks.
Consequently, the development of system-specific security methodologies that provide a
comprehensive defense is a crucial area for future research. This would entail analyzing the
unique security requirements of each component, determining its inherent vulnerabilities,
and customizing defensive strategies that are not only reactive but also anticipatory of
potential cyber-attack patterns. In addition, these security methodologies would need
to be adaptable and scalable to incorporate new technologies and standards, given the
accelerated rate of technological advancement. Therefore, future research must incorporate
the multifaceted task of designing, validating, and deploying comprehensive security
methodologies that can protect these vital vehicular technologies from potential cyber
attacks.

The findings of Amara et al. [24] underscore the critical need to comprehend potential
attack vectors aimed at autonomous vehicle software and hardware. Due to the intricacy
and interconnectedness of these systems, they offer cyber attackers numerous access points
of entry. A thorough comprehension of these threats requires a detailed mapping of these
potential attack vectors, as well as the identification of their patterns and implications.
This would then inform the design of mitigation strategies that effectively mitigate these
vulnerabilities. In addition, this comprehension must encompass the consequences of
effective cyber attacks, ranging from immediate operational disruptions to long-term effects
on user confidence and regulatory compliance. Future research should therefore employ a
twofold strategy: constructing a detailed threat landscape particular to autonomous vehicle
software and hardware and developing holistic countermeasures that can neutralize threats
while ensuring optimal performance. This essential research direction would considerably
contribute to the fortification of EIAV systems, thereby facilitating their secure incorporation
into our social fabric.

The highly sensitive emotional data involved in EIAVs pose a complex challenge
that deserves particular attention. Identifying and implementing optimal strategies to
protect these data from potential cyber threats will be crucial. This protective layer may
encompass encryption techniques, privacy-preserving computation, and anonymization
methods designed exclusively for emotional data. Lastly, considering the novel nature of
EIAVs, the development of regulatory frameworks that effectively address their unique
cyber security needs without impeding their technological advancement is critical. This
endeavor will require a cooperative approach involving researchers, industry stakehold-
ers, and policymakers. Moreover, some additional and potential research directions are
presented below:

1. TinyML in autonomous vehicles for cyber security enhancement and predictive
defense: TinyML appears as a crucial tool in the world of autonomous vehicles (AVs),
as first presented in [196], that has the potential to radically alter the structure of the
security apparatus. Autonomous cars are often outfitted with a variety of sensors
and communication modules, both of which are constantly producing new data. Pro-
cessing these data centrally or in the cloud might be resource-intensive and, more
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importantly, offer a broader attack surface to prospective cyber enemies. The applica-
tion and capabilities of TinyML may be considered in this aspect. TinyML allows for
the localized processing of data by applying lightweight machine learning algorithms
directly inside the embedded systems of the vehicle [196]. This ultimately results in
a reduction in latency and a significant reduction in the possibility of data breaches
occurring during transmission. Additionally, TinyML can be designed to continually
monitor the sensor data and network activity inside the car for any anomalies [197].
TinyML has the ability to learn to recognize potentially suspicious patterns that may
indicate a cyber assault. These patterns may include an effort to modify sensor read-
ings or control messages. TinyML can learn to recognize these patterns via the use
of powerful machine learning models. When an anomaly is discovered, it is possible
for it to immediately trigger countermeasures. These countermeasures may include
disconnecting the compromised component or contacting a central security system.
In addition, since TinyML utilizes such a little amount of power, it is able to maintain
its operational state even when the vehicle is not in use, which ensures that the user is
always protected. Additionally, the predictive capabilities of TinyML models could be
applied to anticipate developing attack vectors, allowing for the creation of proactive
security measures. This can be accomplished via the utilization of TinyML's predictive
analytics. TinyML's incorporation into autonomous vehicles provides, in essence,
an effective method for enhancing cyber security, shortening the reaction times to
security events, and ensuring the integrity and resilience of vehicular systems in the
face of an ever-evolving environment of cyber threats.

Integration of reinforcement learning, Markov decision processes, and intelligent
Rainbow DQN agents in AV cyber security: The combined power of reinforcement
learning (RL), Markov decision processes (MDPs), and intelligent Rainbow DQN
agents can serve as a formidable arsenal to enhance the cyber security of autonomous
vehicles (AVs). Reinforcement learning, another type of machine learning, can be
applied to analyze the patterns and potential vulnerabilities in AV systems by con-
tinuously learning from the environment and optimizing responses under different
circumstances. Within the framework of Markov decision processes, RL algorithms
can be implemented. MDPs evaluate the present state of the system, available actions,
transition probabilities, and rewards, enabling RL algorithms to make decisions that
maximize some concept of cumulative reward. This is particularly beneficial in the
context of cyber security, as the system can learn to make judgments that reduce
or prevent incidents related to cyber security. At this point, Rainbow DQN agents
incorporate a number of developments in deep Q networks (DQNs) and reinforce-
ment learning. These agents are proficient at managing high-dimensional state spaces,
which are typical of AV systems with numerous sensors and intricate networking.
This knowledge can be efficiently processed by Rainbow DQN agents, enabling them
to make rapid choices based on knowledge. Regarding cyber security, these intelligent
agents may be deployed to continuously monitor the in-vehicle networks and data
flows. They can detect anomalous patterns or intrusions that may be indicative of cy-
ber attacks or system compromises by gaining knowledge from the data. In addition,
through reinforcement learning and its decision-making process, these agents have
the ability to predict the likely evolution of an attack, enabling preventative steps to
be taken before the attack can have a negative impact. As an example, if an attack
pattern is identified, the agent can decide to isolate portions of the vehicle’s network,
restrict communication with the suspected compromised components, or activate
other defense mechanisms. This proactive and learning-based approach facilitated
by the synergy of RL, MDPs, and Rainbow DQN agents can substantially increase
the resilience and security of autonomous vehicles against complicated and evolving
cyber threats.

In conclusion, these outlined future research directions underscore the need for a

holistic, comprehensive approach to cyber security within AVs. Achieving a secure future
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for emotionally intelligent autonomous vehicles necessitates a concerted effort across
multiple disciplines, including cyber security, emotional recognition, Al, and autonomous
vehicle development.

9.7. Blockchain Technologies in Autonomous Vehicles: Potential Future Solutions

The potential integration of blockchain technology with autonomous cars is a game-
changing step forward for the field of automotive engineering. Blockchain technology,
which is a distributed ledger system that has gained recognition for its robust security
methods and decentralized design, can revolutionize many aspects of how autonomous
cars function. The built-in characteristics of blockchain can be used to improve data secu-
rity and integrity in a wide variety of ways. Additionally, the cryptographic foundations
and consensus algorithms of blockchain may strengthen vehicular communication net-
works, guaranteeing tamper-resistant data transmission and protecting against harmful
intrusions. Integrating blockchain in an era when data are a precious commodity safe-
guards data integrity and authenticity, establishing trust and dependability in autonomous
vehicular ecosystems.

The incomparable capacity of blockchain technology to maintain a digital record of a
vehicle’s history is a noteworthy application that necessitates special consideration. For
instance, blockchain can be utilized to securely record a vehicle’s damage history if it is
deployed with efficacy. This generates a digital document that exhaustively stores every
instance of damage, along with the corresponding restorations and associated information.
Utilizing this information in the persistent registry of a blockchain paves the way for
a significant reduction in fraud and generates an unprecedented level of transparency
and assurance for a diverse group of stakeholders, including vehicle owners, insurance
companies, and prospective buyers of used cars. Moreover, it is conceivable that blockchain
technology could be utilized effectively to serve as a foundation of truthfulness in the
documentation of vehicle mileage. With blockchain’s inherently secure structure, an
immutable record of a vehicle’s mileage can be maintained, effectively identifying odometer
modifications. This innovation serves as a sentinel, ensuring an accurate depiction of a
vehicle’s utilization, thereby imparting a greater degree of transparency and nurturing
confidence in transactions related to the vehicle.

When it comes to autonomous vehicles (AVs), blockchain technology opens up an
even wider range of possibilities. By integrating blockchain, automobile manufacturers can
create a complete and impenetrable library of each vehicle’s service history. This record,
which is stored on the blockchain, is immune to malicious revisions by unauthorized third
parties and can only be updated by organizations with the necessary authority, such as car
manufacturers or licensed service providers. This secure service history not only increases
the intrinsic worth of the car but also advocates for the vehicle owner’s cause by protecting
their rights and establishing a culture of precise maintenance standards.

Furthermore, blockchain technology appears as a cutting-edge alternative for greatly
streamlining and optimizing the settlement procedure for disputes arising from automobile
accidents. In the unfortunate event of an accident involving autonomous cars, blockchain
acts as a channel for a fast, impermeable, and transparent data exchange amongst the
parties involved. This quick and secure exchange of essential data may speed up insurance
claim adjudication procedures, bring disagreements to a solution, and protect car owners’
privacy and security. Furthermore, these data may be used to provide insights into accident
causation, assisting in the development of improved safety features and practices. In
addition, the use of blockchain technology in emotionally intelligent autonomous vehicles
(EIAVs) appears as an especially promising area. Blockchain’s strict security features and
confidentiality promises may be critical in securing the delicate emotional data that EIAVs
capture. The preservation of these data is crucial not just for the users’ privacy but also for
the dependable operation of EIAVs, since they rely on emotional data for successful decision
making. By using the blockchain’s decentralized and irreversible qualities, the integrity
and confidentiality of emotional data can be maintained, supporting progress in the field
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of EIAVs while adhering to ethical norms and respecting individual privacy. A variety
of advantages incorporating blockchain technology in autonomous cars are illustrated in
Figure 6.

Ultimately, the adoption of blockchain technology has the potential to transform the
security environment for autonomous cars by building a tiered security architecture that
maintains data integrity, promotes transparency, and strengthens privacy guidelines. The
use of blockchain is especially important in the case of emotionally intelligent autonomous
vehicles, given the delicate nature of the emotional data being handled. Therefore, the need
for strong data security measures becomes even more essential. Blockchain technologies
provide an intuitive and effective solution to these needs, making its adoption not just a
choice but a necessity for the responsible and ethical growth of EIAVs. This leads to a col-
laborative effort from stakeholders across the spectrum, including academics, technologists,
and politicians, to foster an environment favorable to the smooth integration of blockchain
technology in the rapidly evolving area of autonomous cars.
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Figure 6. Benefits and potential future solutions of AVs.

10. Conclusions

This article explores the ecosystem of autonomous vehicle technology, a field that is
swiftly advancing and reshaping the transportation landscape due to recent innovations.
Despite the immense potential of these innovations, their widespread adoption faces
major difficulties. The dual concerns of cyber security and safety stand out as pivotal
elements that necessitate a thorough investigation and proactive countermeasures. Our
investigation demonstrates both the fundamental principles underpinning AV technology
and the complicated information security dynamics behind their secure operation. We
provided a comprehensive overview of potential cyber security attacks, with a particular
emphasis on the emerging and unmitigated threat posed by machine learning (ML) attacks
on deep neural networks (DNNs).

The major threat presented under various cyber threats is a growing field of au-
tonomous vehicle (AV) research that has attracted considerable academic interest and
scholarly research. The lack of effective countermeasures to machine learning (ML) attacks
on deep neural networks (DNNSs) is a critical deficiency in our defensive mechanisms
against the ever-evolving cyber security threats aimed at AVs. Unquestionably, the re-
silience and impregnability of AVs against such intrusions will be crucial in determining
their future growth and gaining wider societal approval. Identifying, categorizing, and
comprehending these prospective assaults is an additional crucial aspect of our work.
We have classified these threats based on the principles of data availability, authenticity,
integrity, and confidentiality, providing a comprehensive analysis of the threats currently
confronting the AV industry. In addition to demonstrating the current status of the threat
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landscape, this classification uncovers the gaps in existing defense strategies, thereby spot-
lighting crucial research and mitigation areas. For each type of attack, we determined
its status in terms of mitigation: fully mitigated for threats that have been completely
neutralized by existing countermeasures, partially mitigated for threats that remain viable
under certain circumstances, and uncovered for threats that require additional research
or for which existing solutions have proven insufficient. The aforementioned findings
demonstrate the urgent need for enhanced security measures in the AV technology industry.
Given the potentially catastrophic effects of security flaws in these systems, ensuring their
safety is not merely a recommendation but an absolute necessity.

Therefore, future research must concentrate on the development and implementation
of resilient encryption protocols, the remediation of fundamental vulnerabilities, and the
design of inventive countermeasures that can adapt to an ever-changing threat landscape.
As we stand on the edge of a new era in which autonomous vehicles could transform
our transportation systems, it is crucial that we maintain a proactive stance regarding the
cyber security risks and safety challenges that accompany this technological revolution.
By establishing a robust and secure operational environment for unmanned autonomous
vehicles, we can not only ensure their operational effectiveness but also inspire public
confidence in their deployment. Nonetheless, it is crucial to remember that this attempt is a
process, not a destination. As the threat environment evolves, our defensive strategies must
also evolve. By maintaining alertness, conducting sustained research, and collaborating
across disciplines, we can effectively navigate this complex environment and safeguard the
promising future of autonomous vehicles from the cyber security threats they face.
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Abbreviations

The following abbreviations are used in this manuscript:

AV Autonomous vehicle

EIAV Emotionally intelligent autonomous vehicle
LiDAR Light imaging detection and ranging

GPS Global positioning system

FAV Fully autonomous vehicle

ECU Engine control unit

CAN Controller area network

CIA Confidentiality, integrity, and availability
NHTSA  National Highway Traffic Safety Administration
DOA Direction of arrival

IMU Inertial measurement unit

V2V Vehicle to vehicle

V2I Vehicle to infrastructure

VANET  Vehicular ad hoc network
ABAKA  Anonymous batch authentication and key agreement
CMAP Cooperative message authentication protocol

DoS Denial of service

DDoS Distributed denial of service

SPECS Secure and privacy-enhancing communications scheme
1BV Identity-based batch verification

RSU Roadside unit

TA Trusted authority

P2V Pedestrian to vehicle
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v2p Vehicle to pedestrian

OBD Onboard diagnostic

OEM Original equipment manufacturer

DNN Deep neural network

CNN Convolutional neural network

FGSM Fast gradient sign method

JSMA Jacobian saliency-based adversarial attack
AEV Autonomous electric vehicle

AUV Autonomous underwater vehicle

AGV Autonomous guided vehicle

AAeV Autonomous aerial electric vehicle

OTA Over the air

AVSN Blockchain-enabled autonomous vehicular social network
CAV Connected autonomous vehicle

UAV Unmanned aerial vehicle

BCC Blockchain-based collaborative crowd sensing
AVN Autonomous vehicular network

UloT Underwater Internet of Things

CACC Cooperative adaptive cruise control
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