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Abstract: Visual speech recognition (VSR) is a method of reading speech by noticing the lip actions
of the narrators. Visual speech significantly depends on the visual features derived from the image
sequences. Visual speech recognition is a stimulating process that poses various challenging tasks
to human machine-based procedures. VSR methods clarify the tasks by using machine learning.
Visual speech helps people who are hearing impaired, laryngeal patients, and are in a noisy envi-
ronment. In this research, authors developed our dataset for the Kannada Language. The dataset
contained five words, which are Avanu, Bagge, Bari, Guruthu, Helida, and these words are randomly
chosen. The average duration of each video is 1 s to 1.2 s. The machine learning method is used for
feature extraction and classification. Here, authors applied VGG16 Convolution Neural Network
for our custom dataset, and relu activation function is used to get an accuracy of 91.90% and the
recommended system confirms the effectiveness of the system. The proposed output is compared
with HCNN, ResNet-LSTM, Bi-LSTM, and GLCM-ANN, and evidenced the effectiveness of the
recommended system.
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1. Introduction

Observing the lip movement to understand the pronounced word is called lip-reading.
Lip reading performs a major part in understanding speech and communication with
humans, especially for hearing impaired people. Lip reading techniques are used in a wide
range of contexts, including biometric identification, silent notation, a forensic analysis
of surveillance camera recordings, and communication with autonomous vehicles. For
a multi-ethnic and bilingual country, such as India, the development and readiness of
spoken language corpora in local languages are of the utmost importance. The problems
of local bias, inflection, single style, and a variety of other problems connected with every
environmental area and language are important influences on the presentation of systems
that recognize speech. Lip reading has become a famous area in speech research. Research
on lip-reading for identifying human action is vast. This is due to the large amount of
phonemes in human linguistic that are visually denoted by a lesser number of visemes.
Thus, a similar viseme can be used to signify numerous phonemes, which complicates
several lip readers.

Our research aims to predict spoken words from a video of someone speaking without
audio and vice versa. The goal of the research is to create an algorithm for visual speech
recognition, and the suggested method helps those who have hearing loss.
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Just conveying one’s thoughts to another person verbally is communication. By
observing lip movement, one can visualise spoken words through lip reading. For instance,
hearing-impaired people frequently utilize lip reading in daily interactions to comprehend
one another in noisy settings and in circumstances where the audio speech signal is difficult
to grasp. Hearing-impaired people find it challenging to understand lip movements
without training, making it challenging for them to hear spoken words. They are able
to interpret speech and continue social interactions without relying on aural perception
thanks to audio visual speech recognition.

In order to help deaf people and provide them a method to understand what is
being spoken to them, lip reading and audio-visual speech recognition was developed. It
aids deaf persons in understanding spoken language words to enable them to participate
actively in conversations.

The main objectives of the proposed works are (a) Create a custom database for
Kannada Language, (b) Find out the lip localization method, and (c) Develop an algorithm
for visual speech recognition.

This section discussed various exciting work that has been done, such as pre-processing,
feature extraction, recognition methods, and accuracy, and dataset creation are discussed.
Lip reading as an unaccompanied a base for communication is largely popular for the
hearing impaired, and when enhanced by audio signals, it permits effortless sympathetic
of speech in extremely trained subjects.

Radha N et al. proposed visual speech recognition for lip shape and lip actions to form
a combined system with the combination of feature and model level. The proposed tech-
nique indicates the progress in the performance of 85% in Motion History Image—discrete
wavelet transform built features, 74% in Motion History Image—discrete cosine transform,
and 80% in Motion history Image-Zernike moments-based features [1].

Adriana Fernandez-Lopez et al. proposed a character-based audio-visual speech
recognition for the TCD-TIMIT dataset and increased the accuracy by 10% [2]. Movellan
et al. proposed a hidden Markov model for very minimum vocabulary and recognition
for the first four English digits, which are one, two, three, and four. They worked on the
autonomous speech recognition system, and here, they used the first four digits of English
as data, this work was used for the possible application of car phone dialling, and a hidden
Markov model used for recognition [3].

Stavros Petridis et al. proposed visual speech recognition for the minimum number of
datasets using LSTM, and the authors suggested future extraction and classification stages,
and two streams: the first one features extraction from mouth regions and the second one
is extracting the features from altered images [4].

Alexandros Koumparoulis et al. introduce two contributions: the first one is a very
perfect and capable lip reading model called MobiLipNetV3, and the second one is an
innovative recognition model called the MultiRate Ensemble (MRE). MRE is seventy-three
times more capable matched to residual neural network-based lip reading and twice as
capable as MobiLipNetV2 [5]. Shridhara et al. are working on the Kannada language of the
Karnataka region. In order to create a prosodically oriented phonetic search engine, the
authors gather voice data in the Kannada language and describe the issues raised in the
transcript. Three models—read, conversion, and extempore—are revealed in the speech
corpus. A four-layered transcription, which includes IPA symbols, syllabification, pitch
pattern, and pattern break, is a phonetic transcription of all the data. It is suggested that
the HTK paradigm be used to create a Kannada language recognition system [6].

Kate Saenko et al. compared the results on lip detection and classified the speech
and nonspeech and evaluated the performance beside several baseline systems. Dynamic
Bayesian network for recognition of various loosely coordinated streams [7]. Praveen
Kumar et al. developed a Kannada speech recognition system for continuous speech with
diverse noisy conditions. Here, they used around two thousand four hundred speaker’s
data and Kaldi toolkit used for recognition model at different phoneme stages. The authors
used 80% data for training and 20% for testing using kaladi [8].
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Amaresh et al. worked on lip reading for the Kannada language. Authors used a
custom dataset for their research and extraction of the region of interest using edge detection
algorithm called canny; for feature extraction of the lip parameters, they used Gabor
convolve and grey level co-occurrence Matrix algorithm. Classification by artificial neural
network [9]. Ozcan et al. used trained and not pre-trained convolutional neural network
models to recognition lip-reading. AV letters Dataset used for the training and testing stages,
and pre-trained models, such as AlexNet and Googlnet, were used [10]. Jing Hong et al.’s
research on lip reading was helpful for hearing-impaired people. Here, they used the GRID
dataset and three CNN architectures, such as Spatiotemporal CNN, CNN with recurrent
units, and pre-trained CNN with recurrent units [11]. Abderrahim Mesbah et al. proposed
a Hahn algorithm-based lip reading, and the authors used three types of datasets, such as
AVLetters, OuluVS2, and BBC LRW datasets [12].

Jing Hong et al. develop a novel method called Generative Adversarial Network, and
GAN has overcome the existing machine learning approach and unseen class samples also
used for training, this method is helpful to increase the accuracy of the visual speech [13].
Yuanhang Zhang et al. inclusive study to estimate the outcome of dissimilar facial sections
with state of the art technology. Here, they studied visual speech means, not only lip-
reading; it contains the entire face, including the mouth, upper face, and cheeks. They
worked on word level and sentence level standards with different features [14].

Hassanat explained in detail visual speech recognition, he mentioned three main
steps: first one is detecting the human face, the second one is lip localization or feature
extraction, and the third one is lip reading. For feature extraction geometric features, appear-
ance, image transformed, and hybrid approaches are mentioned [15]. B Soundarya et al.
proposed convolutional neural network-hidden Markov model-based lip reading. Lip read-
ing is used for teaching hearing-impaired people to communicate with other people [16].

Juergen Luettin et al. proposed active shape models and HMM-based visual speech
recognition, and obtained an accuracy of 85.42% [17]. Arun Raghavan et al. compared
lip-reading on two main perceptions: first one is worked on normal person hearing in a
noisy environment and another one is a hearing-impaired person, and they proved visual
speech recognition is helpful in a noisy environment [18]. Shashidhar R and Sudarshan
proposed the speech recognition for audio visual. In this visual speech recognition, they
used LSTM network and obtained 80% accuracy [19]. Sunil et al. used an active contour
model for lip tracking and lip-reading, and authors used the geometrical feature extraction
model and the Hidden Markov model used as a classifier. The authors used a housing
dataset and compared their results with the cuave database [20]. Joon Son Chung et al.
proposed three main goals: first, they collected the dataset from TV channels and produced
a dataset of millions of word occurrences, pronounced over thousands of ways to different
two people [21].

Ziad Thabet et al. proposed recognition of spoken word in real-time. The author’s
main focus is on lip reading in an autonomous vehicle. Here, they used three classifiers,
gradient boosting, SVM, and logistic regression, and the results were 64.7%, 63.5%, and
59.4%, respectively [22]. Joon Son Chung et al. contributed three steps: first one is to attain
a novel huge associated training corpus that encloses profile face, the second one is the
program knowledge process that can cover Syncnet, and the third one is to validate the
recognition of visual speech for unseen videos. Results are compared with the Oulu VS2
dataset [23]. Amit Garg et al. used VGGNet pre-trained and applied celebrity’s pictures
and Google images, and for feature extraction, they used LSTM [24].

Michael wand et al. used the GRID corpus dataset, which is the publicly available
dataset, and authors used LSTM and SVM as classifiers and compared the output with
LSTM and SVM [25]. Karel et al. proposed a lip reading-based histogram of oriented
gradients from the front face of the human. The hidden Markov model used as a classifier.
The authors used two publicly available datasets, which were cuave, ouluVs, and their own
dataset, TULAVD [26]. Abhishek Jha et al. used LRW and GRID datasets. CMT and WAS
were used as feature extraction models [27]. Different visual speech recognition techniques
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using convolutional neural networks are explained. Additionally, pre-processing methods,
feature extraction techniques, and recognition methods, such as multimodal VSR, and
Hybrid CNN methods, are explained [28]. Sudarshan et al. proposed the VGG16 neural
network for Indian English language and obtained the accuracy of 76% [29]. Philippe
et al. developed a computer aided method for feature extraction of white blood cells [30].
Dhasarathan et al. suggested deep learning method to analysis COVID-19 data using homo-
morphic systematic approach [31]. Zarif et al. proposed single level database approaches
for preserving healthcare information [32].

2. Implementation Steps

The construction of a unique data collection, pre-processing, training testing, and
validation were all included in the implementation, which was carried out in stages.

2.1. Dataset Development

An elaborate setup was used to produce a customized dataset for Kannada words.
Table 1 lists the attributes of the captured videos.

Table 1. Features details.

Parameter Value

Resolution 1080 × 1920 p

Frames/Second 60 FPS

Average Duration of Video 1–1.20 s

Average Size of Video 10 Mb

The data base was created to speed up the creation and authentication of processes
used to train and evaluate lip gesture-based methods. It is a collection of videos of people
speaking while narrating a static character that will be used to train and recognize lip motion
outlines. It included audio and lip action data from a variety of subjects explaining the
same words in different videos. The Kannada word dataset was generated in a controlled
environment with noise levels kept below 20 decibels. The video samples were meticulously
produced and shot at full HD resolution in a well-lit environment to obtain clear and centred
frames (1080 × 1920). The recordings were made in a quiet, controlled setting. With 11 male
and 13 female subjects ranging in age from 18 to 30 years old, this data collection contains
roughly 240 video clips per person.

Applications for voice recognition and lip analysis can exploit this data collecting.
The numbers regarding the quantity of the data gathering are displayed in Table 2. The
Kannada word for which the data collection was created is displayed in Table 3. The dataset
utilized for testing and verification was limited to 10 Kannada words because to a lack of
computational resources and hardware constraints.

Table 2. Dataset.

Parameters
Language

Kannada

Quantity of Words 05

Quantity of Subjects 10

Samples per Subject 5

Total Number of Samples 250

2.2. Parameters

Machine learning is used in the proposed research. Any basic parameters must be
understood to grasp the concept of the implementation.
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Table 3. Summary of VGG16 Architecture.

Layer Feature Map Size Kernel Size Stride Activation

Input Image 1 224 × 224 × 3 - - -

1 2 × Convolution 64 224 × 224 × 64 3 × 3 1 Relu

Max Pooling 64 112 × 112 × 64 3 × 3 2 Relu

3 2 × Convolution 128 112 × 112 × 128 3 × 3 1 Relu

Max Pooling 128 56 × 56 × 128 3 × 3 2 Relu

5 2 × Convolution 256 56 × 56 × 256 3 × 3 1 Relu

Max Pooling 256 28 × 28 × 256 3 × 3 2 Relu

7 3 × Convolution 512 28 × 28 × 512 3 × 3 1 Relu

Max Pooling 512 14 × 14 × 512 3 × 3 2 Relu

10 3 × Convolution 512 14 × 14 × 512 3 × 3 1 Relu

Max Pooling 512 7 × 7 × 512 3 × 3 2 Relu

13 FC - 25,088 - - Relu

14 FC - 4096 - - Relu

15 FC - 4096 - - Relu

Output FC - 1000 - - Softmax

2.2.1. Activation Function (AF)

The development of a neural network is regulated by scientific equations. Each neuron
in the node is active in this function, which controls whether it is activated or not, based on
the neuron’s input that is connected to the model’s estimate.

Additionally, AF aids in standardizing each neuron’s output to fall within the range
of 1 to 0 or −1 to 1. It is a mathematical “gate”, as depicted in Figure 1, that separates the
input that serves the current neuron from its output, which travels to the following layer.
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Figure 1. Role of Activation Function (AF).

As it is the most frequently, utilised AF in deep learning models, the ReLU AF was
used at the input and hidden layers in this study. The function produces 0 (zero) in the case
of a negative input but returns z as a linear function in the case of a positive input.

f (z) = R(z) = max(0, z) (1)
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or

f (z) = R(z) =
{

0 for z ≤ 0
z for z > 0

(2)

The output data are the form of (0, 1), which allows a neural network to avoid binary
organization and handle as many groups as possible. As a result, Softmax is also known as
a multinomial logistic regression.

S(Z)i =
ezi

∑k
j=1 ezi

f or i = 1, 2, . . . . . . k (3)

2.2.2. Batch Size

The number of exercise examples utilised in a single repetition is referred to as the
repetition size in machine learning. In this study, the batch size was set at 128. Figure 2
shows the overview of the activation function called Softmax.
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2.2.3. Drop Out

The majority of the restrictions in a neural network model are overcome by a fully
coupled layer, and as training advances, co-dependency between later neurons develops.
This causes each neuron’s unique power to exceed the training data’s suitability.

Dropout is a technique for achieving regularization in neural networks, which reduces
inter-reliant learning and avoids over-fitting.

Training Phase: Disregard a random portion of nodes for every unseen layer, every
training model, and every repetition.

Phase of testing: Utilize all activations, but scale them back by p.
The dropped nodes in a standard neural network are shown in Figure 3 to prevent

overfitting and achieve regularizations.
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With the exception of the output layer, which had a 0.4 drop-out, all layers had
drop-outs set to 0.3.

2.2.4. Cross-Entropy

It is a measurement of how different two probability distributions are from each other.
The equation for Cross-Entropy can be found here:

I(p, q) = −∑ P(x) log q(x) (4)

where x represents the expected outcomes of the algorithm, p(x) the probability distribu-
tion of true labels derived from training samples, and q(x) the estimated outputs of the
ML method.

Since there were more than two classifications, we used categorical cross-entropy. It is
a loss function that is used to categorize single labels.

L(y, ŷ) = −∑M
j=0 ∑N

i=0[Yij ∗ log(ŷij)] (5)

where y represents the real value and ŷ represents the expected value.

2.2.5. Epochs

In several passes, the machine learning algorithm has completed the entire training
data set and is represented by an epoch. In most cases, data sets are grouped.

The number of epochs equals the sum of iterations if the group size is the entire training
data set. In various models, more than one epoch is formed. The overall relationship
between data size—d, the e—total sum of epochs, i—the total sum of iterations, and batch
size—b is given by:

d × e = i × b (6)

The data set was trained for 200–300 epochs in this study, and the difference in the
Loss Function was observed for different numbers of epochs.

3. VGG16 Architecture

The VGG16 architecture is a convolutional neural network. A scalable architecture that
adapts to the scale of the dataset, including its simplicity. A novel algorithm is proposed
and tested with this smaller dataset in the proposed technique, with room for further
progress. It is thought to be among the best vision model architectures ever created. Instead
of creating a lot of hyper-parameters, stride 1 concentrates on using 3 × 3 filter convolution
layers, and stride 2 always adjusts the same padding and total pool layer of 2 × 2 filters. It
adheres to this convolution and max pool layer planning across the entire architecture.

It has two FC (fully connected layers) at the top, followed by a Softmax for output.
The 16 in VGG16 relates to the fact that it has 16 layers, each with its own weight. This
network is very large, with approximately 138 million (approximately) parameters.

The building, as depicted in Figure 4, which is based on the BBC LRW data set, uses
Python code to import the weights, which are measured and saved as an image net. The Top
Layer is excluded from the model in order to avoid the last few layers of the architecture.
The input data is tailored to the input data stream of the 224 × 224 × 3 architecture. This
technique is referred to as data reshaping. The Output stage has also been condensed to a
7 × 7 × 512. An example of a prediction shape is this. Due to hardware limitations, a lack
of computational power, and a lack of time, researchers chose to approach the problem via
transfer learning, where a previously constructed model (VGG16) is used, the weights are
imported, and the model is adjusted to meet the requirements of the application. VGG16
architecture with parameters are explained in Table 3.
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4. Result and Discussion

For Kannada dataset, a similar implementation was carried out, and the results are
as follows.

The training for the video samples of five Kannada words has been completed. The
teaching takes a long time to complete, and there are about 250 video clips. The data-step-
by-step set’s preparation tests different criteria, as seen in Figure 5. Figure 6 depicts the
disparity in training and testing losses as a function to the number of epochs. Authors train
the custom dataset using epochs, for this work authors used 396 epochs for training.
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The altered weights are saved and loaded for Prediction after the Training is over. The
difference between the prediction process and the training process is that the tag values
will initially be missing, then calculated using the closest approximation method. In this
method, the full data set is anticipated, and the expected tag values are gathered. They are
compared to the Actual tag values to calculate the Overall Model Accuracy. The model’s
overall metrics or report are displayed in Table 4.

Table 4. Report on metrics for the Kannada database.

Precision Recall FI-Score Support

avanu 0.781 1000 0.877 50

bagge 1000 0.898 0.946 49

bari 0.909 1000 0.952 50

guruthu 0.980 1000 0.990 48

helidha 1000 0.700 0.824 50

accuracy 0.919 247

macro avg 0.934 0.920 0.918 247

weighted avg 0.933 0.919 0.917 247

Figure 7 plots a normalized confusion matrix to better show how the actual and
predicted labels are labelled. The True/Actual Labels are represented by the Y-axis in the
Confusion Matrix, while the Predicted are represented by the Z-axis. The X-axis serves as a
symbol for labels. The Metrics Report and the Confusion Matrix show that the accuracy of
the whole model for five Kannada words with 247 samples from 10 subjects is 91.90 percent.
The outcomes of the video recognition paradigm are contrasted with those of other models
in Table 5.
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The main application of the proposed method are that deaf persons can utilise visual
speech recognition systems and lip-reading techniques to interpret spoken words by ob-
serving lip movements. The process of data encryption and decryption, and information
security both provide appealing applications for lip reading. The limitations of the lip
reading are movement of the lips are not seen many times and the geometrical region of
the lip position varies from person to person.
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Table 5. Comparison of Proposed Methodology with other methodologies.

Methodology Dataset Classes Accuracy

HCNN (Without DA) [12] BBC LRW 500 55.86%

HCNN (With DA) [12] BBC LRW 500 58.02%

GLCM-ANN [9] Custom 10 English, 10 Kannada, 10 Telugu 90.00%

VGG16 [29] Custom 250 English 75.2%

VGG16 [Proposed] Custom 10 Kannada = 10 × 10 × 5 = 500 91.90%

5. Conclusions

In this work, authors present visual speech recognition or lip reading for the Kannada
Language. In our work, authors used our own dataset because the standard dataset is not
available for the Kannada language. The proposed work used for five Kannada words,
and it contains 247 samples/video clips, and video clips are converted into the number of
frames and applied VGG16 CNN to train and test the datasets. The accuracy of the model
is around 91.9% for Kannada words and we compared this result with existing results.
In proposed method, authors used Kannada language words, other researchers may use
same technique for different language datasets. In future, researchers may use different
datasets or custom datasets for deep learning and machine learning algorithm to obtain
better accuracy. Researchers may integrate audio and visual for better result and research
may develop portable device using microcontroller and microprocessor for security and
biometric authentications.
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