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Abstract: Generative artificial intelligence (genAI) language models have become firmly embedded
in public consciousness. Their abilities to extract and summarise information from a wide range of
sources in their training data have attracted the attention of many scholars. This paper examines
how four genAI large language models (ChatGPT, GPT4, DeepAI, and Google Bard) responded to
prompts, asking (i) whether artificial intelligence would affect how cultural heritage will be managed
in the future (with examples requested) and (ii) what dangers might emerge when relying heavily on
genAI to guide cultural heritage professionals in their actions. The genAI systems provided a range
of examples, commonly drawing on and extending the status quo. Without a doubt, AI tools will
revolutionise the execution of repetitive and mundane tasks, such as the classification of some classes
of artifacts, or allow for the predictive modelling of the decay of objects. Important examples were
used to assess the purported power of genAI tools to extract, aggregate, and synthesize large volumes
of data from multiple sources, as well as their ability to recognise patterns and connections that
people may miss. An inherent risk in the ‘results’ presented by genAI systems is that the presented
connections are ‘artifacts’ of the system rather than being genuine. Since present genAI tools are
unable to purposively generate creative or innovative thoughts, it is left to the reader to determine
whether any text that is provided by genAI that is out of the ordinary is meaningful or nonsensical.
Additional risks identified by the genAI systems were that some cultural heritage professionals might
use AI systems without the required level of AI literacy and that overreliance on genAI systems
might lead to a deskilling of general heritage practitioners.
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1. Introduction

Entering public consciousness in late 2022, generative artificial intelligence (genAI)
large language models (LLMs) such as ChatGPT, DeepAI, or Google Bard are poised to
become the greatest transnational and cross-sectoral disruptors in the way people access
information since the invention of the World Wide Web (WWW) in 1993 [1]. With its
plain language and human-speech-like interface, the genAI models can provide seemingly
comprehensive answers to almost any question and do so within a few seconds. The
majority of the population are less concerned with the intricacies of the comprehensiveness,
accuracy, and biases in the dataset that enable these genAI systems and are more interested
in the convenience that genAI models afford. Given its cross-sectorial appeal, it can be
posited that genAI will play a major role in many professions, including cultural heritage
studies and cultural heritage management. This paper draws on the capabilities of genAI
models to explore how AI may affect the way that cultural heritage will be managed in the
near to medium-term future.
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1.1. Background to the Generative Artificial Intelligence Language Models

Using transformer architecture, genAI models are designed to detect statistical
connections and patterns within textual data. By doing so, they can generate re-
sponses that are coherent and pertinent to the received input, resembling human-like
responses [2,3]. These models are trained using a vast collection of text materials,
such as books (both fiction and non-fiction), articles, and web pages, which serve as a
reference dataset for pre-training [4–7]. During this pre-training process, these models
‘learn’ how to predict the next word in a text string by combining statistical patterns
with linguistic and semantic patterns. The capacity of genAI models to provide com-
plex responses is not necessarily proportional to the size and diversity of the resources
included in the training dataset [8]. The selection of the sources included in a reference
dataset results in biased responses, irrespective of whether the reference dataset has
been curated by people (as in closed genAI models) (e.g., political bias [9–12], ethno-
centricity [13–15], and sexism [16–18]), or whether genAI models are also enabled to
extract of sources from the internet in general (as the latter overrepresents hegemonic
viewpoints at the expense of those of marginalized communities [8,19]). This is not
the place to discuss the numerous ethical issues that underlie the selection and use of
original sources, such as alleged copyright violations [20,21] or whether primary or
secondary sources underpin its ‘knowledge’ base [5,22].

At present, genAI language models rely on statistical connections and patterns within
their training data. At the time of writing, they lack reasoning ability [23] and do not
possess independent creative thinking abilities, which makes them susceptible to inverted
logic phenomena [24]. Despite being capable of producing complex text predictions, any
demonstrated creativity in these models is solely dependent on the perception of the
human interacting with the language model. Whether a short story written by a generative
AI, for example, is considered to be a creative document or perceived as trite ‘garbage’
depends entirely on the interpretation of the reader, who will judge the story based on their
individual experiences and expectations.

ChatGPT/GPT-3.5: GPT-3, launched in June 2020 and was built on a training dataset
(time cut-off of 2019) containing 175 billion parameters. This gave it the ability to perform a
range of natural language tasks like text classification and sentiment analysis to generate
contextually accurate responses to queries or to draft basic contextual texts such as emails
and programming code. Its updated version, ChatGPT (GPT-3.5), was made available to the
public in November 2022 in a free research preview to stimulate experimentation [25] which
was able to communicate in 95 languages [26]. The design reputedly included a safe answer
mode to ensure that ChatGPT responded within ethical human values and did not provide
harmful content (e.g., planning attacks, hate speech, and advice on suicide), although this
is not assured [19,27,28]. Moreover, such filters can be intentionally subverted [29]). The
dataset underpinning ChatGPT 3.5, which also relies on 175 billion parameters, had a data
cut-off in September 2021, which means they cannot accommodate or comment on events,
discoveries, or perspectives that have emerged after this date (Table 1). ChatGPT can, to
some degree, incorporate in its responses the context of or prior answers in the same chat
and can critique its own response, but is unable to then revise that initial response in a
meaningful way [24]. The nature of the training data is not publicly available, with OpenAI
noting that ChatGPT 3.5 used “three primary sources of information: (1) information that
is publicly available on the internet, (2) information that we license from third parties, and
(3) information that our users or our human trainers provide” [30].

GPT-4 and Bing Chat Enterprise: Its successor, GPT-4 was trained on 100 trillion
parameters, which allows for more detailed responses. This language model also has a
larger memory to better integrate previous answers into revised versions and is able to
handle 25 languages other than English [31]. Bing Chat Enterprise uses GPT-4 as its engine
(with the above mentioned sources of information), but is also capable of searching the
WWW, incorporating data from web resources that have been indexed by Microsoft Bing.
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Table 1. Overview of the genAI language models used in this study.

Training Data Can Search
Language Model Parameters Time Cut-Off The WWW Languages

OpenAi ChatGPT
3.5 175 billion Sep 2021 no 95

DeepAI 175 billion * 2019 + updates * no ?
GPT-4/BingChat 100 trillion Sep 2021 no/yes 25
Google Bard 137 billion * 2019 * yes >40

* Information obtained by asking the language model to self-report.

DeepAI: The model DeepAI is based on GPT-3 training data (self-reported see
Supporting Materials, Conversations 7 and 8) and consequently has the same number
and sources of training data and the same time cut-off as ChatGPT. Its language model,
which is able to integrate images, differs in its approach and may not always match
human-level understanding or context.

Google Bard. This model, developed by Google, relies on a training dataset of
137 billion parameters derived “from publicly available sources” [32] but it has the ability
to search the WWW and thus incorporate more recent information, as well as links to web
resources indexed by Google (Conversation 6). Google Bard can respond in more than
40 languages [33].

1.2. Use of genAI Language Models in Cultural Heritage Studies

Custom-designed neural networks and machine learning (with AI) have been used
for the transcription of digitised sources [34,35]; the reconstruction, interpretation, tran-
scription, and translation of inscriptions [36–39] incl. hieroglyphs [40–42]; and decipher-
ing the text of carbonised scrolls [43] and the authorship attributions of handwritten
manuscripts [35,44,45]. In the broader field of material culture, AI systems have been
used for the classification and/or reconstruction of pottery [46–55], and provenance stud-
ies of pottery [55], as well as the classification of ancient coins [56], constituent materi-
als in shell middens [57], or of cut marks on bones retrieved from archaeological sites
sites [58,59]. Custom -designed AI systems have also been used in the field of restoration
and conservation [55,60,61].

This contrasts with the ‘generic’ generative AI language models as summarised in
the preceding section, which can reputedly summarise and integrate a wide range of
knowledge subject to the extent of their training data. The capabilities of such genAI
language models, specifically ChatGPT, have been assessed in a wide range of academic
disciplines. A few papers looked at genAI language models such as ChatGPT or Google
Bard in the cultural heritage field, such as remote sensing in archaeology [62] and artifact
analysis [4]. Digitised physical heritage assets (sites, buildings, and objects) can be utilised
within a genAI environment while preserving provenance, authenticity, and veracity [63]. In
the museum space, genAI language models can be successfully employed in the creation of
exhibit labels and catalogue information [64], developing visitor query systems and guides
for museums [65–67], conceptualising entire exhibitions [68], as well as exploring how to
approach aspects such as memorialisation [69].

Additionally, in a previous paper, the present author looked at how genAI lan-
guage models can present a cohesive discussion of values in cultural heritage manage-
ment [24]. While genAI language models have been shown to be competent at extracting,
summarising, and integrating information, they are less suitable (at least in their present
configuration) at presenting a critical discussion, as they may suffer from inverted logic [24].

As noted, genAI language models are deemed very capable at collating, extracting, and
synthesising text from a range of sources, but are unable to generate independent and cre-
ative thoughts. Although publicly accessible generative AI tools, therefore, cannot be relied
on to formally develop forecast scenarios based on strategic foresight principles [70,71], they
can be used, at this point in their development cycle, to aggregate existing information
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sources that comment on future opportunities and to summarise the information contained
in these. These summations highlight the status quo of possible opportunities that can be
drawn on to establish trajectories to develop forecast scenarios.

This paper will examine how four genAI large language models (ChatGPT, GPT4,
DeepAI, and Google Bard) responded to prompts that asked (i) whether artificial intel-
ligence would affect how cultural heritage will be managed in the future and (ii) what
dangers might emerge when relying heavily on genAI to guide cultural heritage profes-
sionals in their actions.

2. Methodology

This study drew on four publicly accessible genAI language models (ChatGPT 3.5,
Bing Chat Enterprise, Google Bard, and DeepAI) to engage in a ‘conversation’ with each as
to how genAI could affect how cultural heritage will be managed in the future.

OpenAI’s freely available ChatGPT 3.5 (August 3 version) [72] was accessed on 11 Septem-
ber 2023 at 06:08; Google Bard (version 2023.07.13) [73] was accessed on 11 September 2023
at 05:59; Bing Chat Enterprise [74] was accessed on 19 September 2023 at 05:10 (balanced
mode) and 05:19 (more creative mode); and DeepAI [75] was accessed in Genius Mode on
20 September 2023 at 21:32 (all times are GMT). All ‘conversations’ were carried out with the
following series of four prompts:

• Will genAI affect how cultural heritage will be managed in the future?
• Can you give me some examples?
• Are there any dangers in relying heavily on genAI to guide cultural heritage profes-

sionals in their actions?
• Can you elaborate on [dot point selected from the answer to the previous prompt]?

All conversations with genAI models used in this paper have been documented
according to the protocol in [76] and have been archived as a supplementary data document
at this DOI: 10.13140/RG.2.2.25648.33285.

For ease of reference, each conversation reproduced in the supplementary data docu-
ment has been furnished with line numbers, which allow for cross-referencing, as required.
In addition, in-text quotes drawn from the AI language models are indicated with the abbre-
viations BB (Bing Chat, balanced mode), BC (Bing Chat, creative mode), CG (ChatGPT 3.5),
DA (DeepAI genius mode), or GB (Google Bard).

3. Results and Discussion

The standard sequence of an academic paper, which calls for a results section to be
followed by a discussion section, is unsuitable for the nature of the data in this paper. As a
consequence, this results section will not only present excerpts of the texts generated by
the genAI language models in relation to a prompt but will also discuss and comment on
these before moving onto the description and discussion of the next prompt. This will be
followed by a discussion that draws out common threads (Section 4).

3.1. Will genAI Affect How Cultural Heritage Will Be Managed in the Future?

This question was designed to extend the trajectory of current practice in the future.
All genAI systems provided a range of possible applications of genAI (Table 2) as well as a
series of challenges and issues that need to be considered in the process. The responses
can be grouped under the headings of increased digitisation; virtual reconstructions and
the creation of interactive and immersive experiences; analysis and interpretation of large
volumes of historical data and texts; novel ideas and applications; and blending the old
with the new.
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Table 2. Opportunities presented by genAI for managing cultural heritage.
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High quality digital replicas to protect originals X X X X X

Restoration/reconstruction of damaged/cultural artifacts X X X X X

Digitally restoring faded or damaged text of manuscripts X

Reconstruction of historical sites X

Interactive/immersive educational tools and experiences X X X

Translation and transcription of texts and manuscripts X X

Analyse and interpret large volumes of historical data and texts X X X

Create new art, etc., inspired by historical styles and traditions X X

Digital reconstruction of ancient buildings X

Language revival and translation incl. synthesising speech X X

Interactive museum exhibits X

AI creates historically accurate virtual worlds for gaming X

AI image analysis to protect archaeological sites from looting X

AI image analysis to assess environmental damage to sites X X

Immersive and informative tourist experiences via mobile apps X X X

Promoting and disseminating cultural diversity and awareness X

Predict effects of time and environmental factors on artifacts X

Augment cultural heritage objects with additional information X

GenAI to authenticate cultural heritage objects X

3.1.1. Increased Digitisation

It was expected that concepts such as digitisation and digital reconstruction would
feature prominently, as they are well discussed in the current literature—although more
in terms of general practice [77–80] and less in relation to AI or future manifestations.
The concept of digital preservation featured prominently in the responses by all four AI
models. BingChat noted that digitisation allowed for increased access (BB), while DeepAI
noted that digitisation allowed “physical cultural heritage. . .[to] last longer and be . . .easily
shared around the world” (DA). Google Bard stated that genAI “can be used to digitize
cultural heritage objects, such as paintings, sculptures, and artifacts [which] can help to
preserve these objects from damage and deterioration, and also make them more accessible
to the public” (GB), without actually indicating as to how this would help to preserve
these objects from damage and deterioration. A similar assertion was made by BingChat,
where it claimed that “genAI can use 3D modelling and scanning technology to create
accurate digital replicas of physical objects and structures, which can help protect them
from damage, decay, or destruction” (BC). It is left to the reader to infer that, presumably,
digitisation obviates much of the need to handle objects which would, in consequence,
reduce the risk of damage and deterioration. ChatGPT spelled out that “genAI can be
used to create high-quality digital replicas of cultural artifacts. . . [and that these] can help
preserve cultural heritage by ensuring that even if the original objects deteriorate over time,
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their digital counterparts can be studied, . . . by future generations” (CG). This assertion
ignores the aspects of integrity and authenticity that are fundamental to cultural heritage.
Other aspects of materiality embodied in the originals and not on the replicas are also not
touched on, let alone critically addressed.

As a management tool, genAI can be employed in the automated transcription of digi-
tised fragile and deteriorating texts by “enhanc[ing] the readability of ancient manuscripts
by digitally restoring faded or damaged text” (CG). DeepAI made specific reference to
the University of Oxford’s independently developed AI tool ‘ArchAIDE’ [81,82], “which
can identify pottery fragments, providing archaeologists with vital information about
archaeological sites, reducing the time taken for manual identification” (DA) and Harvard’s
Semitic Museum’s use of AI to reconstruct the appearance of a pottery piece, broken into
hundreds of fragments, and to 3D print a restoration (DA) [83]

Several genAI systems also offered the digital restoration and reconstruction of dam-
aged or lost cultural artifacts as a future use of genAI by being able to “restore. . . incomplete
artifacts by generating missing parts based on existing fragments” (BB), “fill in missing
pieces, restore faded colours, and recreate damaged sculptures or paintings” (CG), “to iden-
tify and remove damage from an object” (GB), and to “generate missing parts of damaged
artworks based on the style of the original artist” (CG).

3.1.2. Virtual Reconstructions and the Creation of Interactive and Immersive Experiences

The three-dimensional rendering of extant sites, buildings, and shipwrecks, as well as
3D modelled historic reconstructions of these, have become a well-established tool in cultural
heritage research, with applications in education and visitor information [84–86]. The ability
to aggregate and synthesise data from multiple sources and source types makes genAI a
suitable tool to “analyse historical records, architectural drawings, and archaeological findings
to create accurate digital reconstructions of ancient buildings and monuments” (CG), including
interpretations of “historical sites that have been. . . destroyed” (BC). DeepAI suggested a
similar opportunity but went further when suggesting that “AI could help recreate lost cultural
heritage, either virtually for study and appreciation or physically using different manufacturing
technologies” (DA). The ethical implications of this are discussed further below.

As already explored in the contemporary literature, these 3D modelled historic recon-
structions find use in creating interactive educational “materials about an object, or to create
interactive experiences that allow people to explore an object in more depth” (GB). The
main advantage of genAI language models is their ability to aggregate information based
on user queries that can be asked in their natural way of expressing themselves, rather than
by entering a series of arcane keyword combinations and to be able to take into account
the trajectory of the previous questions. This allows for the development of “AI-powered
mobile apps [that] can provide tourists with immersive and informative experiences at
cultural heritage sites [with] augmented reality features, historical context, and guided
tours tailored to individual interests [and] to explore [them] as they appeared in the past”
(CG). Similar concepts were noted by BingChat and DeepAI. Generative AI-powered 3D
visualisations could allow us to “overlay text or images on top of physical objects” (GB)
and “allow visitors to virtually restore or recreate historical objects” (CG).

While such genAI powered reconstructions are readily imaginable and feasible, neither
of the language models raised the issue of ‘authenticity’ in the reconstruction. While
any reconstruction is, by its very nature, to some extent, subjective and informed by
conscious and subconscious ethnocentric biases, they are informed by, and modulated
by, a researcher’s experience, rather that statistical probabilities. Any interpretation of
genAI-powered reconstructions that suit the individual interests of tourists still requires
contextual knowledge, which non-professionals lack.

ChatGPT provided a more ambitious concept where “virtual reality (VR) and aug-
mented reality (AR) applications, powered by generative AI, can transport users to historical
settings or allow them to interact with digital recreations of historical figures” (CG). This
can find application in cultural heritage gaming, where “[p]layers can explore ancient
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civilizations, interact with historical figures, and experience important events through
gaming experiences” (CG). Depending on the dataset, genAI language models can not only
respond in multiple languages (Table 1) but also adapt their responses to match people’s
speech patterns (e.g., “speak like/respond like a pirate”). This would allow us to “generate
texts in the style of different historical periods and figures, which can help in understanding
different writing styles and vernaculars across time” (DA).

ChatGPT extended on the language capabilities by arguing that “genAI can aid in the
revival of endangered languages by generating language learning materials, translating
texts, and even synthesizing speech in those languages” and thereby “helps [to] preserve
linguistic diversity and cultural heritage” (CG).

3.1.3. Blending the Old with the New

Expanding the concept of reconstructions, a theme raised by all four genAI models
relates to new forms of heritage derived from a blending of the old with the new. These
suggestions seem to have been levered off “The Next Rembrandt” project, whereby a
project team trained a neural network on a dataset of 350 Rembrandt paintings and used
genAI to create a 3D-printed new painting that was indistinguishable in style from a real
Rembrandt [87]. That project was specifically referenced by both Google Bard and DeepAI.

ChatGPT noted that “GenAI can be used to create new artworks, music, literature,
and other forms of cultural expression inspired by historical styles and traditions” (CG)
with an emphasis on blending “styles of famous composers or artists from different time
periods or cultures” (CG). BingChat identified similar opportunities, arguing that this
would “showcase and celebrate the richness and variety of different cultures and traditions,
as well as foster cross-cultural dialogue and understanding” (BC). DeepAI noted that “AI
can create novel representations of existing cultural elements” by “learning the style of one
piece and applying it to another” (DA). ChatGPT went further when it posited that this
“can breathe new life into traditional cultural practices and help keep them relevant in the
modern world” (CG). The mutability of cultural heritage values notwithstanding [88], such
suggestions overlook aspects of authenticity and integrity as a basic tenet of cultural
heritage management [89–91]. While such ‘fusion’ is common and a valid line of endeavour
in the arts, music, and culinary realms [92–94], it is not heritage. This ‘error of judgment’
again highlights the limitations inherent in genAI language models when generating
responses. In the bigger picture, it also raises a spectre of increased misinformation and
deliberate fakes generated by malevolent actors employing skewed prompts.

3.1.4. Analysis and Interpretation Large Volumes of Historical Data and Texts

The power of genAI to extract, aggregate, and synthesise large volumes of data from
multiple sources and source types has been noted in the literature on genAI. This makes
genAI a suitable tool “to process and interpret vast amounts of historical data, such as
census records, diaries, and correspondence, to gain insights into past societies, customs,
and trends” (CG). DeepAI posits that by being able to “analys[e] a large amount of historical
data quickly and accurately, [i]t can recognize patterns and connections that humans may
miss, thereby assisting in deeper research and studies” (DA). Whether such patterns are
useful depends on the users’ interpretation and contextual knowledge.

GenAI models can be interactively trained by academics to interpret and then tran-
scribe “handwritten manuscripts and documents, which may be difficult to read due to
age and deterioration” (CG) and then translate these “texts and inscriptions into modern
languages” (BB). An example of this is ‘Fabricius’, a web-based AI tool developed by
Google Arts & Culture, which “can decipher Ancient Egyptian Hieroglyphics, which shows
promise for potentially decoding other ancient or lost languages” (GB) [95] (see also [96]).

3.1.5. Novel Ideas and Applications

The answers provided so far by the genAI language models about the use of genAI
in future heritage studies fit well into the range of the expected and are, by and large,



Heritage 2024, 7 1460

reflective of mainstream explorative thinking at this point of time. Extensions for the range
of the expected are few and are primarily based on the predictive modelling of trends
derived from existing data. DeepAI, for example, suggested that “[g]enerative AI models
could be used to predict the effects of time and environmental factors on cultural artifacts,
hence aiding their preservation” and could be used to “monitor cultural sites and provide
early warning of deterioration or potential threats” (DA).

In a similar vein to the latter, ChatGPT noted that, coupled with “drones, AI image
analysis can be employed to monitor and protect archaeological sites from looting. . .[by]
”identify[ing] and report[ing] any unauthorized activity in real-time” (CG). Should theft
occur, “[g]enerative AI can be used to authenticate cultural heritage objects, which [could]
help to prevent the illegal trafficking of cultural artifacts” (GB).

While ChatGPT provided a closed list of options, the solutions offered by Google Bard
concluded with the comment that “[a]s the technology continues to develop, we can expect
to see even more innovative and creative ways to use it to protect our cultural heritage for
future generations” (GB).

3.1.6. Limitations of genAI in Generating Logical Answers

Previous work had shown that genAI language models are, on occasion, prone to
confabulation (or ‘hallucinations’), i.e., responses where erroneous ’facts’ are being of-
fered [97,98], where answers are provided with inverted logic [24], or where references are
invented [5,24]. This confabulation is caused when the predictive contextual modelling
goes off on a tangent and then follows that line of ‘thought’ without reverifying logical
coherence [24]. Examples for these were offered both by ChatGPT and DeepAI.

The latter noted, for example, that “genAI can be used in interpreting and translating
ancient or lost languages, helping in understanding our past better” (DA). Compared with
dead languages (i.e., not the native language of any community) or extinct languages (i.e.,
without active speakers but ‘resurrectable’ from books and records that can still be read
and understood), lost languages are just that: lost. Inasmuch as books and artifacts or
monuments with texts may exist, there are no avenues to access their meaning, as vital
contextual information is lacking. While genAI can be deployed to cryptographically
examine patterns in word or symbol combinations (akin to decoding hieroglyphics), the
contextual key to meaning is lost (unless dual- or multi-text versions exist, e.g., the Rosetta
Stone), making translation, let alone interpretation, impossible.

Likewise, ChatGPT noted that “AI algorithms can assist art conservators in the restora-
tion process [as these algorithms] can analyse the chemical composition of pigments to
guide restoration work” (CG). This is, of course patent nonsense. GenAI can be trained to
classify pigments based of spectrographic data, but without instrumentation will be unable
to do so.

3.2. Are There Any Dangers in Relying Heavily on genAI to Guide Cultural Heritage Professionals
in Their Actions?

When responding to the initial question prompt, three of the genAI systems (ChatGPT,
BingChat, and Google Bard) had already raised ethical challenges and caveats at the end
of their responses. The second plank of enquiry specifically prompted the genAI models
to consider whether there were any dangers in relying heavily on genAI to guide cultural
heritage professionals in their actions. Both the ethical challenges and caveats raised previ-
ous answers, and the responses to the second main prompt are discussed below (Table 3).
They can be grouped under the headings of ‘authenticity’, ‘biases, misrepresentation, and
misinformation’ both unintentional and intentional, the ‘infringement of intellectual prop-
erty and moral rights of the creators and owners of the cultural heritage’, as well as the
‘ownership of AI-generated cultural heritage’.
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Table 3. Risk and dangers presented by genAI for managing cultural heritage.

Danger
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genAI artifacts may lack the authenticity of originals X X X

genAI artifacts may include errors/be inaccurate X

difficulty in distinguishing real and genAI artifacts X

ownership and control over AI-generated cultural heritage X X X

misrepresentations can perpetuate stereotypes X

misrepresentations can disrespect cultural traditions X X

data privacy/need for responsible data management X X

inaccurate, misleading, and distorted representations of heritage X X X

infringe on rights and interests of creators of cultural heritage X

infringe on rights and interests of owners of cultural heritage X X

biases in data may favour or exclude certain cultures/narratives X X X

biased outputs in general X X X X

create fake/misleading content to damage/destroy cultural heritage X

depersonalisation of cultural interactions X

overreliance causes decrease in skills/expertise of CHM professionals X X

diminish skills of artisans, conservators, and restorers X

lack of human expertise X X

assumption that AI-generated content is infallible X

lack of contextual understanding X

loss of jobs X

malicious misrepresentation X X

loss of control/CHM professionals do not understand how models work

commodification of heritage X

3.2.1. Authenticity

Disquiet about the authenticity of genAI-created cultural artifacts was noted by all genAI
systems. These were concerns about convincingly generated “reproductions of cultural ar-
tifacts and historical content” that may make it “difficult to distinguish between original
artifacts and AI-generated replicas” (CG) and that genAI might “produce inaccurate, mis-
leading, or distorted representations of cultural heritage, which may harm the integrity and
credibility of the original sources” (BC, likewise DA). Other, more indirect, implications were
that such creations might lead to an “oversimplification of the artistic process” (DA) and to
the “commodification of cultural heritage” (GB). Among the solutions designed to avoid the
confusion and risk that generative AI-generated artifacts might “replace or devalue authentic
artifacts”, clearly labelling genAI artifacts was deemed ‘crucial’ (CG).

Of considerable concern, in terms of formulation, is ChatGPT’s statement that “gener-
ative AI-generated artifacts may lack the authenticity of originals” [emphasis the author’s].
There can be no doubt that this is the case, which confirms observations of potential
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logic problems underlying the responses of language models that rely on transformer
architecture [24].

3.2.2. Unintentional Biases, Misrepresentation, and Misinformation

The responses of genAI models included commentary on unintentional biases, mis-
representation, and misinformation. DeepAI, for example, stated that “[l]ike all AI, genAI
models run the risk of perpetuating and exacerbating existing biases if the data they are
trained on is not balanced and diverse” Thus, genAI can not only “produce inaccurate,
misleading, or distorted representations of cultural heritage” (BC) which “may harm the
integrity and credibility of the original sources” (BC) but also “may favor or exclude cer-
tain cultures or groups based on their representation or visibility in the data” (BC) and
“propagate harmful narratives or misinterpretations of cultural significance” (CG). DeepAI,
exemplified this by noting that “AI trained on Western-centric datasets might have diffi-
culty in correctly identifying, categorizing, or recreating non-western artifacts because of
a lack of diverse input data”. Similar points were raised by Google Bard when it noted
that “if a genAI model is trained on a dataset of paintings that only includes paintings by
male artists, then the model is likely to generate new paintings that are also by male artists.
This could lead to cultural heritage professionals making decisions that are biased against
female artists” (GB).

BingChat placed the responsibility for avoiding such unintentional bias and misrep-
resentation on the cultural heritage professionals who “have the obligation to use genAI
in a way that is ethical, transparent, and respectful of different cultures and perspectives,
as well as to address any potential harms or issues that may arise from its use” (BC). But
both BingChat and Google Bard also placed emphasis on the creators of the genAI systems.
While Google Bard noted that “[i]t is important to develop genAI models that are not
biased, or that can be used to identify and mitigate bias”, BingChat cited webpages on
AI ethics [99,100], noting the need to “us[e] diverse and representative datasets, apply
fairness and accountability metrics [and] involv[e] diverse stakeholders and experts in the
development and evaluation of generative AI”.

3.2.3. Intentional Biases, Misrepresentation, and Misinformation

In addition to unintentional biases, misrepresentation, and misinformation, three of
the genAI systems also noted opportunities for malevolent actions. While ChatGPT merely
noted that “AI-generated content can propagate harmful narratives or misinterpretations
of cultural significance” (CG), Google Bard explicitly stated that “genAI models can be
used to create fake or misleading content. This could be used to damage or destroy cultural
heritage, or to spread misinformation about it”. By way of exemplification, Google Bard
noted that “a generative artificial intelligence model could be used to create fake news
articles about a cultural heritage site, or to create fake images of a cultural heritage object
that has been destroyed [which could] lead to people believing false information about the
site or object”. While Google Bard also notes that “it is important to develop safeguards
to prevent the misuse of generative artificial intelligence for these purposes”, there is no
indication how that could be given effect. DeepAI, on the other hand, raised concerns
about the “risk of digital theft or manipulation of data”, noting that digital resources
could be “maliciously altered or hacked” to “manipulat[e] historical documents or art [to]
misrepresent cultural heritage”.

When asked to elaborate on how genAI models can be used to create fake or misleading
content, Google Bard responded with a standard set of concerns, including fake news articles,
fake images, including deep fakes, and faked audio recordings that represent events that
never happened, as well as faked documents and artifacts that may appear genuine.
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3.2.4. Infringement of Intellectual Property and Moral Rights of the Creators and Owners
of the Cultural Heritage

Both BingChat (balanced mode) and DeepAI raised concerns about genAI models
potentially infringing on the intellectual property and moral rights of the creators and
owners of the cultural heritage “such as artists, authors, communities, or nations” (BC)
by “us[ing] or reproduce[ing] cultural heritage without proper consent or attribution”
(BC). Of concern was that genAI “may use or disclose sensitive or confidential data or
information related to cultural heritage, such as personal stories, identities, locations, or
ownerships” (BC). DeepAI exemplified this with the observation that the “[d]igitization
and AI recreation of Native American burial artifacts for public viewing, for instance, could
infringe on the cultural rights and traditions of these communities, who often hold such
artifacts as sacred and private” (DA).

Neither BingChat nor DeepAI commented on the fact that such infringements are not
committed by the genAI algorithm itself, but by the companies who used data encumbered
with intellectual property and moral rights in the creation of the datasets (see, for exam-
ple, [4–7]). BingChat noted, however, that it is “important. . . to obtain permission and
giv[e] credit where due, or by creat[e] fair use policies and exceptions for generative AI”.

3.2.5. Ownership of AI-Generated Cultural Heritage

The responses by both Google Bard, ChatGPT, and DeepAI included concerns about
the ownership of genAI-created reproductions or adaptations and, thus, can profit from
these (CG and GB), and that “there needs to be general consensus on who has access to AI
technology and the recreated or restored elements of cultural heritage” (DA) and who “has
the authority to create, modify, or share such content” (CG).

3.2.6. Complex and Unpredictable Outputs That May Be Difficult to Understand or
Interpret by Humans

An interesting comment was generated by BingChat in its creative mode, which
noted that genAI “may produce complex and unpredictable outputs that may be difficult
to understand or interpret by humans. For example, genAI may generate outputs that
are inconsistent with human expectations or logic. Therefore, it is important to ensure
explainability and transparency of the outputs and processes of generative AI, such as by
providing clear explanations and feedback for the generated content, [and] documenting
and disclosing the methods and assumptions used by generative AI”. In a similar vein,
Google Bard noted that “genAI models are complex. . . [and] that it can be difficult for
cultural heritage professionals to understand how the models work and how they make
decisions. This could lead to cultural heritage professionals losing control over the decisions
that are made by the models”.

3.2.7. Perception of Infallibility

Both ChatGPT and BingChat in its balanced mode raised the spectre that users may
be in “the mistaken belief or assumption that AI-generated content, recommendations, or
decisions are always accurate, unbiased, and free from errors” (BB). The main concern was
that “AI systems [may] become more advanced and integrated into various aspects of our
lives, including cultural heritage management, [that] people may begin to trust AI’s output
without critically evaluating it, [based on] the perception that AI is based on objective
algorithms and data, and therefore, it must be infallible” (BB). As genAI systems “inherit
biases from their training data and algorithms” (BB, similarly CG) and “can struggle with
complex or ambiguous tasks” (BB), they “can make mistakes, misinterpret information, or
produce results that are unintended or inaccurate”. A perception of infallibility may make
it “challenging to attribute responsibility or accountability when errors occur”, especially
“in cases where AI-generated content or decisions have negative consequences” (BB).



Heritage 2024, 7 1464

3.2.8. Overreliance on genAI and the Deskilling of Humans

All four genAI systems commented on the dangers inherent in an overreliance on
genAI and the associated deskilling of cultural heritage professionals. Noted, in particular,
was the possible degradation of critical thinking and interpretation skills (CG, BB, and
DA) as well as a reduction in “intuition and creativity which are essential for interpreting
and preserving cultural artifacts” (BB, similarly DA) thereby potentially “lead[ing] to a
loss of the nuanced understanding and care that experts bring to their work” (BB). An
overreliance on genAI may “lead to a decrease in the skills and expertise of cultural heritage
professionals due to losses in, and preservation techniques . . . including the skills of artisans,
conservators, and restorers” (CG).

Beyond the deskilling, “an increased reliance on genAI and a perception of its infalli-
bility may result in the expertise of cultural heritage professionals being undervalued or
[even] overlooked” (DA), which could then “lead to job losses in sectors that traditionally
required human input” (DA). In particular, “museum curators, tour guides, restorers, etc.,
could potentially lose their jobs with the advent of AI/AR/VR technology, which can
replicate or even enhance many of their responsibilities” (DA).

When DeepAI was asked to expand on the risks and consequences of the deskilling of
humans in the cultural heritage management process, it noted that human skills and expertise
continued to be of importance not only to quality assure the genAI-created outputs in order to
avoid negative outcomes (e.g., misidentification of an artifact and subsequent distortion of
historical facts), but also in order to ensure that the decisions are ethical and to be able to react
to unforeseen circumstances. DeepAI noted that “[c]ultural heritage management involves
complex ethical considerations, such as respecting cultural sensitivities, addressing historical
injustices, and ensuring equitable access to cultural resources [and that] human professionals
are better equipped to navigate these ethical challenges and make decisions that align with
societal values”. DeepAI further indicated that “[c]ultural heritage management often requires
adaptability and flexibility in response to changing circumstances or new discoveries. [While
h]uman professionals can quickly adapt their approaches, modify strategies, and incorporate
new information into their decision-making process, genAI may struggle to adapt to novel
situations or unexpected challenges”.

3.2.9. Depersonalisation of Cultural Heritage

BingChat (creative mode) noted that “[c]ultural heritage professionals have the skills
and experience to interpret and communicate cultural heritage in a way that is respectful,
engaging, and relevant to different audiences”. Both ChatGPT and BingChat (creative
mode) raised concerns that an increased reliance on genAI may lead to the depersonalisation
of experiences gained while on “guided tours, educational materials, or cultural interactions
[due to the lack of] human touch, empathy, and cultural expertise that professionals bring
to interpreting and sharing cultural heritage” (CG), in particular as genAI “may not be able
to capture the subtleties and nuances of cultural heritage, such as the emotions, meanings,
values, and contexts that are embedded in it” (BC).

3.2.10. Balancing the Dangers in Relying Heavily on genAI to Guide Cultural
Heritage Professionals

In order to balance any dangers emanating from relying heavily on genAI to guide
them, all four genAI models provided some suggestions, placing the responsibility squarely
on the cultural heritage professionals themselves. They need to regard and use genAI as a
tool (CG and DA) rather than replacing human expertise (BB), and to ensure that genAI
is used responsibly (BB) and ethical guidelines are being followed (CG). It was deemed
important that cultural heritage professionals maintain oversight when integrating AI into
cultural heritage management (DA, CG) and responsibly curate AI-generated content (CG),
for example by “using transparency and clear labelling to distinguish AI-generated content
from original artifacts” (CG), by “educating the public about the role of AI in cultural
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heritage management” (CG) and by “putting in place safeguards to prevent the misuse of
generative AI” (GB).

In addition, cultural heritage professionals need to develop literacy in genAI systems,
in order to be able to “carefully weigh the potential benefits and risks of using this technol-
ogy before making a decision” (GB), to “understand how the models work and how they
make decisions” (GB), and to make an informed choice of genAI models, “using [those]
that are transparent and auditable” (GB). The latter assertion is somewhat oxymoronic, as
the exact nature of training data has never been made public for any of the genAI models.

Furthermore, Google Bard deemed it desirable for cultural heritage professionals to
“be involved in the development and implementation of genAI systems” (BB) to “strike a
balance between harnessing the potential of AI and preserving the authenticity and cultural
significance of heritage artifacts and traditions” (GB).

3.2.11. Data and Privacy

On a more generic level, all genAI systems apart from Google Bard raised concerns
about data security and privacy with the need to secure the data from “[u]nauthorized
access or breaches of sensitive data [which] could result in the misuse or theft of valuable
cultural information” (CG), by “applying access control and consent mechanisms, or fol-
lowing ethical data collection and sharing practices” (BC), and by ensuring that “[c]ultural
heritage professionals [understand that they] have the duty to protect the security and
privacy of the data and information they handle, as well as to comply with the relevant
laws and regulations” (BC). In addition, there needs to be some form of quality control over
the possible output of genAI, as it “may use or disclose sensitive or confidential data or
information related to cultural heritage, such as personal stories, identities, locations, or
ownerships” (BC).

4. Discussion and Conclusions

A common tenet is that genAI large language models are deemed capable of extracting
and synthesising text [101–103]. As this is methodologically based on semantic proxim-
ity constructs, the results are not prone to biases [10,104], but may suffer from inverted
logic [24]. Moreover, the effective summation and synthesis of text requires judgment as
to which element to include, even if they are less dominant in terms of the overall bulk
of text to be condensed. This necessitates, at least at present, human oversight of the
output. Furthermore, genAI large language models are, at present, unable to purposively
generate creative or innovative thoughts. It is left to the reader to determine whether any
text that is provided by genAI, which is out of the ordinary, is considered nonsensical or
meaningful. Consequently, genAI models cannot predict the future even if they are tasked
to do so. The ‘projections’ offered by genAI models are summaries of extant information
in their dataset that are both factual and actual uses of AI in the cultural heritage field,
as well as data on the potential uses of AI in general. By combining both, genAI models
create examples of possible future uses of AI in cultural heritage, as well as possible future
problems and dangers.

The projections offered are, by and large, extensions of existing concepts such as
increased digitisation, virtual reconstruction, and the creation of interactive and immersive
experiences. A number of novel concepts were offered. Some of these were realistic, such
as the predictive modelling of the decay of objects, while others, such as blending the old
with the new, run against the philosophy of heritage management. Overall, however, the
examples put forward were far fewer than expected.

Among the potential future uses of AI that were not mentioned by the genAI models,
but that can be envisaged, would be an extension of handwriting analysis from foren-
sic science [105] into archival studies. It is commonplace that drafts of official historic
correspondence exhibit marginal notes and annotations in varied handwriting. Auto-
mated transcription coupled with identification and classification of the handwriting as
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to potential authors would allow for a more nuanced understanding of historic decision-
making processes.

DeepAI noted that power of genAI to extract, aggregate, and synthesise large vol-
umes of data from multiple sources may allow genAI models “to recognize patterns and
connections that humans may miss”. This is a significant ‘observation.’ Depending on
the training data, genAI models may generate seemingly random combinations derived
from statistical correlations of extracted data that may be unexpected and, at first sight,
non-sensical. Whether such patterns are useful depends on the user’s contextual knowl-
edge and this interpretation of the pattern. Here, we need to distinguish between ‘generic’
genAI systems, such as ChatGPT, and bespoke models designed specifically for document
analysis. When considering the latter, the training process is critical as it will influence the
validity of the generated text and, thus, will restrict the range of responses. It may well
prove to be beneficial to develop models with two modes, one that responds in a more
constrained ‘logical’ manner and one where responses are more speculative to generate a
left-of-field output.

Without doubt, AI tools will revolutionise the execution of repetitive and mundane
tasks, such as the classification of small pottery fragments or the identification and clas-
sification of bone fragments, such as fishbones, in archaeological sites—and they will be
able to do so with more rigorous standards than human actions. But in this may also lie
some shortcomings. For example, the AI driven classification of pottery may not be able
to recognise differences in quality as expressed in the texture of its surface, aspects that
have a tactile dimension where haptic interaction is required. Likewise, depending on the
way the AI system is trained, it may attempt to unequivocally classify elements that may
be more ambiguous, instances where human intuition would lead to further investigation
and examination. In essence, care must be taken that the selection of the dataset is not
subconsciously biased and that the training of the models does not result in a built-in
confirmation bias.

As noted by Google Bard, it is likely that at least some cultural heritage professionals
will use AI systems without the required level of AI literacy, i.e., without the detailed
understanding of its internal processes. There is an inherent risk that a successful classifi-
cation system will be adopted and adapted to new areas of enquiry without questioning
the underlying training process of the original models. As a consequence, underlying
classification biases may go unnoticed, resulting in erroneous classification, which, in turn,
may result in erroneous or biased interpretations. While, at first sight, this seems to place
the responsibility on the user, this is an instance of ‘caveat emptor’—as is the case with
all computerised support and data management systems. Given that much of this occurs,
at least for the user, in a seemingly impenetrable ‘black box scenario’, there is a need that
designers of AI systems clearly and unequivocally spell out both the exact nature of the
training data employed, as well as the nature and extent of the system’s limitations.

Beyond the realm of custom-tailored AI, genAI language models can be used to
generate text from a wide range of input data. These texts can be written in a language
suitable for different audiences, ranging from contemporary languages (e.g., English and
Mandarin) or in terms of reading age or level of educational achievement. Underlying this,
however, any level of output can only ever be as good as the nature, diversity, quantity,
and quality of the training data that were supplied, as well as any ethical frameworks that
may have been deployed in the training and quality assurance process. Users need to be
cognisant of the biases derived from the curation of the training sets [10,12], which requires
transparency by the companies offering the AI products. It is not well understood, for
example, that current models of genAI, such as ChatGPT, draw on ‘authoritative’ sources,
which are, in fact, gleaned from the web, such as Wikipedia [5].

It is clear that genAI models are here to stay and that they will be increasingly in-
tegrated into general productivity tools (e.g., word processing and image manipulation
programs) and information and query systems. While it is highly unlikely that “museum
curators [or] restorers. . . could potentially lose their jobs”, as posited by DeepAI, cost
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cutting measures may well see reductions in generic tour guides and other customer-facing
staff. It can be posited that specialised and customised applications will be developed at a
rapid rate. The examples generated by these four genAI systems, as limited as they may
be, highlight the need for the cultural heritage profession to be AI literate. The training of
present and future cultural heritage professionals in the fields of archaeology and historic
preservation/cultural heritage management, as well as museology must include AI literacy
as part of the generic skill set. This AI literacy needs to augment and be in parallel with the
continued training in ‘traditional’ investigative, analytical, and interpretive skills.

All genAI systems raised the issue that overreliance on genAI without AI literacy runs
the risk of deskilling human users, which has parallels with current increased reliance on
other technologies.

Drawing on Inayatullah’s concept of Future Avoiders, Migrants and Natives [106], we
can posit a generation of AI natives that knows no other world and who are, by and large,
unable to use alternative technologies. This is not far-fetched, as example can be found in
the current reality, where a generation of World Wide Web and smart phone natives are
unable to execute even basic calculations in their head or on paper, or are able to read a
paper-based street map.

Supplementary Materials: https://researchoutput.csu.edu.au/en/datasets/will-generative-ai-affect-
how-cultural-heritage-will-be-being-man.
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