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Abstract: Early Japanese books, classical humanities resources in Japan, have great historical and
cultural value. However, Kuzushi-ji, the old character in early Japanese books, is scratched, faded
ink, and lost due to weathering and deterioration over the years. The restoration of deteriorated early
Japanese books has tremendous significance in cultural revitalization. In this paper, we introduce
augmented identity loss and propose enhanced CycleGAN for deteriorated character restoration,
which combines domain discriminators and augmented identity loss. This enhanced CycleGAN
makes it possible to restore multiple levels of deterioration in the early Japanese books. It obtains
the high readability of the actual deteriorated characters, which is proved by higher structural
similarity(SSIM) and accuracy of deep learning models than standard CycleGAN and traditional
image processing. In particular, SSIM increases by 8.72%, and the accuracy of ResNet50 for damaged
characters improves by 1.1% compared with the competitive CycleGAN. Moreover, we realize the
automatic restoration of pages of early Japanese books written about 300 years ago.

Keywords: deteriorated characters restoration; early Japanese books; enhanced CycleGAN; cultural
heritage presevertion

1. Introduction

Early Japanese books are a cultural heritage, have stored the wisdom of our ancestors,
and contain much information about Japanese politics, economy, culture, etc. These early
Japanese books are described by Kuzushi-ji, a kind of old Japanese character style, and are
also one of the essential factors to symbolize early Japanese books. However, Kuzushi-ji
is not used in the present day, causing only few experts of classical Japanese can read
Kuzushi-ji and understand the contents of the books. To re-organize and preserve this
cultural heritage, researchers have digitalized the early Japanese books and applied the
combining Kuzushi-ji and Optical Character Recognition(OCR) to recognize the Kuzushi-
ji [1–3]. Humanities research intuition such as the Center for Open Data(CODH) [4] and Art
Research Center(ARC) of Ritsumeikan [5] digitize the early Japanese books and re-organize
them for the database to prevent degradation and prompt combine computer science
with humanities. Currently, lots of researchers apply deep learning and machine learning
methods for cultural heritage protection, organization, etc. Literature organization is one
of the hot topics in this area, such as the re-organization of OBI [6,7], Kuzushi-ji [1,2,8],
and Rubbing [9]. In detail, Yue et al. aim to achieve a good accuracy recognition for Oracle
Bone Inscription, which is ancient characters described on the tortoises’ shells and animals’
bones. Zhang et al. combine simple deep learning models and lexical analysis to recognize
rubbing characters described on the bones from 3000 to 100 years ago. Lyu et al. use deep
learning and image processing method for detecting and recognizing Kuzushi-ji. It is also
the target literature of this paper.
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However, the early Japanese books have been damaged, and some Kuzushi-ji is
scratched and faded due to deterioration over the years. The damage increases the difficulty
of Kuzushi-ji recognition and prevents early Japanese book re-organization accuracy. In
the worst case, it causes the loss of some cultural heritage. Hence, the damaged Kuzushi-ji
restoration becomes an emergency research topic for preserving cultural heritage.

Nowadays, we can realize high-quality and objective restoration thanks to developing
generative models using deep learning. Generative Adversarial Nets(GANs) [10] are gen-
erative models that balance sampling speed and quality well. Image-to-Image translation
based on GANs is thereby effective, and it has been studied in many different cases. GAN-
based ancient characters restoration is focused on supervised image-to-image translation
for inpainting damaged characters [11,12]. Su et al. inpainted masked characters in the
book of Qing dynasty and Yi, handwritten ancient Chinese characters, with unmasked
images and applied them to the practical ancient text. Wenjun et al. inpainted large-area
damaged characters in the ancient Yongle Encyclopedia with ground truth and examples
of them. To our knowledge, this is the first time the practical restoration of Kuzushi-ji and
the early Japanese books using deep learning. When applying supervised image-to-image
translation for Kuzushi-ji, the various types of damaged and distorted letter styles make it
hard to prepare train data. Moreover, most damaged characters are weak damages, which
makes GANs training difficult.

The problems are shown in Figure 1a, a piece of Early Japanese Books, which has
several levels of deterioration such as faded ink, global, partial, and scratches, are expanded
listed in Figure 1c.

(a) A deteriorated page (b) Restoration goals

Figure 1. Cont.
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(c) Expansion of a deteriorated page (d) Expansion of restoration goals

Figure 1. Restoration result of a page of the book by enhanced CycleGAN. The red square of (a) marks
a part of deteriorated characters, and the red square of (b) marks restoration results.

To solve these problems, we propose an enhanced CycleGAN and aim to realize the
restoration of deteriorated early Japanese books. An example of restoration through our
proposal is shown in Figure 1b,d. In detail, we employ CycleGAN [13], unsupervised1

image-to-image translation based on GANs, for the training with only authentic damaged
images and undamaged images. Then, we propose a robust CycleGAN for weak damages,
which combines a domain discriminator [14] and augmented identity loss. The augmented
identity loss improves the identity mapping loss for CycleGAN. The enhanced CycleGAN
provides truth restoration and high readability for early Japanese books. The contribution
detail of this paper is:

• We employ a domain discriminator for the restoration of deteriorated characters. It
leads to improving the degree of restoration.

• We propose the augmented identity loss, which lets the generator learn the identity
mapping by a large number of images and generalized images. The enhanced Cy-
cleGAN, combining the domain discriminator and augmented identity loss, realizes
high-quality damage restoration. It is proved by the quantitative results using PSNR
and SSIM.

• We indicate that image enhancement using image processing and CycleGAN increases
the accuracy of Kuzushi-ji recognition. The proposed method is more effective than
traditional image processing for the Kuzushi-ji expressed as RGB.

2. Related Works
2.1. Image Processing for Ancient Characters

The automatic analysis of ancient documents is dramatically improving due to deep
learning development. Nevertheless, image pre-processing is vital because ancient documents
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suffered from deterioration. Binarization is the general and effective pre-processing method
for denoising, sharpening, and background separating [8,15,16]. Simultaneously, it pro-
vides readable documents by thresholding faded ink, thin, weak text, ect. [17]. The Otsu
method [6,18], an automatic threshold-determining algorithm, is frequently used because
it handles efficiently for multiple ancient documents and characters. However, binarization
causes the loss of character parts since it does thresholding. In this paper, we indicate
that the enhanced CycleGAN has the advantage of more readable restoration and higher
recognition accuracy for ancient characters than binarization.

2.2. Image-to-Image Translation Based on GANs

Generative Adversarial Nets(GANs) [10] consist of two networks, a generator, and a
discriminator. The generator generates new images from random noise. The discriminator
train to distinguish between real data and generated data. Conversely, the generator learns
to have the discriminator in-distinguish between real data and generated images. As a
result, the generator generates similar to real data. This development also contributes
significantly to the evolution of image-to-image translation methods.

Isola et al. [19] propose the Pix2Pix, a supervised image-to-image translation based on
conditional GAN, which enables high-quality image transformation. Pix2Pix uses paired
images to train conditioning and its reconstruction. On the other hand, Zhu et al. [13]
propose an unsupervised image-to-image translation with a cycle consistency loss, namely
CycleGAN. The cycle consistency loss is a restriction that the original image via forward-
backward translation returns to the original image. This is why CycleGAN allows capturing
the input feature even though using unpaired images. CycleGAN is flexible and used in
a variety of scenes such as super resolution [14], denoising [20], and repairing damaged
images [21]. These CycleGAN-based applications for improving the quality of images
contribute to accurate classification [22] or data augmentation [23].

2.3. Character Restoration Based on Image-to-Image Translation

Liu et al. [24] proposed characters inpainting using supervised image-to-image transla-
tion with feature extraction of a deep learning recognition model. Su et al. [11] restored the
loss of ancient characters by two networks based on conditional GAN, the Shape restoration
network and the Texture restoration network. Wenjun et al. [12] proposed GAN-based
large damages inpainting for ancient characters by adding the attention module and the
feature map of the example text to GANs. For early Japanese books, the actual deterio-
rated characters are faded ink and scratching, many are weak, global, or local as shown
in Figure 1. To reproduce these paired images without omission is difficult and inefficient.
Thus, we adopt CycleGAN to train with actual images, then propose a restoration model
for the early Japanese books.

3. Approach

We propose CycleGAN with a domain discriminator and augmented identity loss
for early Japanese book restoration. Our method is a practical approach for applying
existent data from early Japanese books. However, there is partial and weak deterioration
rather than a highly noticeable deterioration. The standard CycleGAN has a limitation
for weak damage restoration. To solve it, we adopt the domain discriminator to increase
the degrees of transformation by penalizing non-transform clearly in Figure 2. Then,
the augmented identity loss improves the preservation of character shapes because it is
equal to the identity mapping loss with enough and sufficient data. This proposed loss
function combined with the domain discriminator is our proposed enhanced CycleGAN
for character restoration and its structure shown in Figure 3. The two additional functions
make higher quality restoration.
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Figure 2. An overview of Domain Discriminator’s work. When domain X is similar to domain Y,
the discriminator cannot distinguish X and Y, so generators learn identity mapping (a). The domain
discriminator clearly classifies X and Y to help domain transformation (b). The blue bullets show
images in domain X, and the red bullets show images in domain Y.

Figure 3. The overviews of training of X→ Y by the proposed implementation. X is the inputs of DY

in addition to the stadnadard inputs Y and Y′ because DY is the domain-D. Moreover, Y′′, the output
of FY is also the input of DY to use aid loss. The output of FY is used for identity mapping loss of
GXY as the aid loss.

3.1. CycleGAN

We apply CycleGAN to restore damaged characters. CycleGAN is image transforma-
tion in two domains. In this paper, we describe domain X as the damaged domain and Y
as the undamaged domain, and X → Y as the damage restoration. CycleGAN includes
two discriminators DX and DY and two generators GXY : X → Y and GYX : Y → X.
The adversarial loss with a least square error [13,25] between DY and GXY is as follow:

Ladv(GXY, DY, X, Y) = Ey∼pdata(y)

[
(DY(y)− 1)2

]
+Ex∼pdata(x)

[
DY(GXY(x))2

]
(1)

Ey∼pdata(y)[·] denotes an expectation for data distribution pdata(y). The object function of
Equation (1) is:

minLD(D) = Ey∼pdata(y)

[
(DY(y)− 1)2

]
+Ex∼pdata(x)

[
DY(GXY(x))2

]
minLG(G) = Ex∼pdata(x)

[
DY(GXY(x)− 1)2

]
,

(2)
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Cycle-consistency loss enforce GYX(GXY(X)) ≈ X and GXY(GYX(Y)) ≈ Y to correlate
inputs and outputs. The cycle-consistency loss is defined as:

Lcyc(GXY, GYX) = Ex∼pdata(x)[‖GYX(GXY(x))− x‖1] +Ey∼pdata(y)[‖GXY(GYX(y))− y‖1], (3)

In addition, the identity mapping loss is employed in CycleGAN as a help objective
function. Identity loss helps to preserve features between the input and output, such as the
color composition [13,26]. The identity loss is:

Lid(GXY, GYX) = Ey∼pdata(y)[‖GXY(y)− y‖1] +Ex∼pdata(x)[‖GYX(x)− x‖1] (4)

The full objective included the adversarial loss, the cycle-consistency loss, and the
identity loss is:

L(GXY, GYX , DX , DY) = Ladv(GXY, DY) + Ladv(GYX , DX)

+ Lcyc(GXY, GYX) + Lid(GXY, GYX)
(5)

3.2. Domain Discriminator

Kim et al. [14] introduce a domain discriminator (domain-d) to guide generated images
following target domain distribution rather than the source domain. The domain-d learns
the source domain as generated images. The reason why the standard CycleGAN occurs
identity transformation is the images included with X and Y are satisfied with the loss
functions of that CycleGAN as shown in the left of Figure 2. The high similarity between
weak damaged and undamaged characters applies to them. The identity transformation
of GXY and GYX is described as GXY(x) = x or GYX(y) = y mathematically. When
DY(x) = 1, DY(GXY(x) = x) is not penalized by the adversarial loss, and GXY(x) does not
transform x. Therefore, we employ domain discrimination which distinguishes DY(x) = 0
for the penalty for DY(GXY(x) = x).

The adversarial loss attached the domain-d with a least square error using DY and
GXY : X → Y is:

Ladv(GXY, DY, X, Y) = Ey∼pdata(y)

[
(DY(y)− 1)2

]
+Ex∼pdata(x)

[
DY(GXY(x))2

]
+Ex∼pdata(x)

[
DY(x)2

]
,

(6)

In this study, we employ the domain-d for both DX and DY because this implementa-
tion improves the quality of generated images experimentally.

3.3. Augmented Identity Loss

In this section, we pay attention to the identity mapping loss(id loss) in CycleGAN.
The id loss helps to keep the input’s color composition and shapes [13,26]. For this reason,
it is suitable to preserve an author’s font styles and old book texture in the early Japanese
books. According to Xu et al. [27], however, the id loss can constrain the degree of transfor-
mation. In addition, decreasing of id loss is less than other loss functions of CycleGAN,
such as cycle-consistency loss and adversarial loss, when increasing the train data. We
present the problem of id loss as follows:

• A larger amount of train data is necessary to decrease the id-loss sufficiently.
• When an image is appropriate, the identity mapping loss enforces the generator to

learn incorrect identity transformation. In particular, the identity transformation
learning of overlapping-domain images conflicts with image transformation to the
other domain.
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Therefore, We propose augmented identity loss(aid loss) as:

Laid(GXY, GYX) = Ey∼pdata(y)[γ‖GXY(FY(x))− FY(x)‖1

+(1− γ)‖GXY(y)− y‖1]

+Ex∼pdata(x)[γ‖GYX(FX(y))− FX(y)‖1

+(1− γ)‖GYX(x)− x‖1]

(7)

where γ = epoch/number of epochs. For the dynamic training of FX and FY, generated
images for the first epochs are not high-quality. For this reason, we decide γ increases
linearly with epoch following with [28]. FX and FY are new generators of GANs. FX close
input to the distribution of domain-X, and FY close input to the distribution of domain-Y.
The generated images are abundant and gradually change every epoch because FX and FY
are trained simultaneously as the CycleGAN training.

Then, we use the two domain discriminators, domain-DX and domain-DY, to learn
the adversarial loss of FX and FY. The domain discriminators guarantee that outputs of FX
and FY are independent domain images.

Thereby, the object function of domain-d combined with aid loss is as below:

Ladv(GXY, DY, FY, X, Y) = Ey∼pdata(y)

[
(DY(y)− 1)2

]
+Ex∼pdata(x)

[
DY(GXY(x))2

]
+Ex∼pdata(x)

[
DY(x)2

]
+Ex∼pdata(x)

[
DY(FY(x))2

]
,

(8)

3.4. Full Objective

Based on our changes, the full objective of enhanced CycleGAN is:

L(GXY, GYX , DX , DY) = Ladv(GXY, DY, FY, X, Y) + Ladv(GYX , DX , FX , X, Y)

+ λcycLcyc(GXY, GYX) + λidLaid(GXY, GYX)
(9)

The overall structure of enhanced CycleGAN is shown in Figure 3.

4. Experimentation
4.1. Datasets

In this paper, we use two Kuzushi-ji datasets to measure the performance of the pro-
posal. One is KMNIST [29] which contains 28 × 28 image size and gray-scale character of
10 classes. KMNIST has 60,000 train data and 10,000 test data. The other is the “Nisemono-
gatari” dataset (NISE) [30] which is the Kuzushi-ji dataset cut from actual early Japanese
books. The NISE contains 21,701 characters of images resized into 64× 64 RGB images
with 468 classes. We divide them into damaged characters and undamaged characters
for training. In the case of KMNIST, we visually choose 700 damaged characters from
the 60,000 train data. We also choose 203 damaged characters from the 10,000 test data.
Then, we define the remaining characters as undamaged train and test characters. In
regard to NISE, we select 1518 damaged characters, then define 787 train characters (about
70%) and 381 test data(about 30%). The remaining data is undamaged train and test data.
Table 1 reports the full number of damaged and undamaged characters. Considering the
unbalance between damaged and undamaged train data, we pick constant 2000 characters
from undamaged training data for the CycleGAN-based method.
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Table 1. Details the number of datasets. Only when CycleGAN-based methods training. The undam-
aged train data is fixed at 2000 while training CycleGAN.

Damage Undamage

Train Test Train Test

KMNIST 700 203 19,433 (2000) 9797

NISE 787 381 15,066 (2000) 9902

Finally, we apply our proposal to the whole pages of “Nisemonogatari” [30] for
observing the revival of an early Japanese book. This book is a parody book published
about 300 years ago and written about Japanese society at that time. The acquisition
conditions of the images are very important for this research. Since the conditions are
changed depending on the literature’s size, shape, etc. Therefore, a digitization manual
is made for literature and published in Japan, which is used for image acquisition [31].
The images of literature are taken based on this manual.

4.2. Training Condition

In this experiment, we train the CycleGAN-based methods according to the original
implementation of [19]. The learning rate of G and D is 0.0002, but the learning rate of
F is 1 × 10−6 to avoid the mode collapse for aid loss. We describe that the aid loss is
affected by the generated image quality of F in Section 4.5.1. These learning late of G
and F decay linearly from 100 to 200 epoch. We employ two data augmentation methods:
center cropping and horizontal flipping at 50%. The network architecture is similarly
following [19] of the style transfer network from [32]. The network architecture of F is the
same as G. We decide λcyc = 10 and λid = 5.

4.3. Comparing Conditions

To our knowledge, there is no experiential standard for deterioration restoration for
faded ink and scratches. Hence, we measure Peak Signal-to-Noise Ratio(PSNR) [33] and
Structure Similarity(SSIM) [34] between artificial damaged and restored images. We also
compare the recognition accuracy of deep learning on restored images. Our proposed
method is compared with the standard CycleGAN and binarization by the Otsu method.
Regarding NISE, we preserve the 3-channels background by multiplying the binarized
images and the original images.

4.3.1. PSNR/SSIM

To evaluate quantitatively, we reproduce the deteriorated images from undamaged
images of the KMNIST and NISE in Figure 4. The deteriorated images are duplicated by
adding α× R to the pixel under a specific value β× R. Here, α is the damage level, and β is
the range of pixels value adding damage. R denotes the data range of the pixel value. We
experiment with α = 0.1, 0.2, 0.3, 0.4, 0.5 and β = 0.5 for NISE, and α = 0.5, 0.6, 0.7, 0.8, 0.9
and β = 0.1 for KMNIST. Because a character part of KMNIST is a high pixel value, different
from NISE, α is added after inverting KMNIST pixels, the manually reproduced deteriorated
image is inverted again. These artificially damaged images are made from undamaged
test data.
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(a) gt (b) α = 0.5 (c) α = 0.7 (d) α = 0.9

(e) gt (f) α = 0.1 (g) α = 0.3 (h) α = 0.5

Figure 4. Manual deteriorated images by image processing.

4.3.2. Accuracy Measurement of Deep Learning Model

Moreover, we metric the recognition accuracy of the restored images by pre-trained
deep learning model for each dataset. We employ four models consisting of multiple layers
such as LeNet [35], ResNet18, ResNet34, and ResNet50 [36]. We train these models using
all of the damaged and undamaged train data and compare the accuracy.

Table 2 is the accuracy of damaged and undamaged test data. It proves accurate
recognition is hard due to the damages, which is the direct cause of the decreasing accuracy
of the early Japanese books.

Table 2. Acc by the 4 types of classifiers on the test data of KMNIST and NISE.

KMNIST NISE

Damaged Undamaged Damaged Undamaged

LeNet 0.788 0.958 0.622 0.797

ResNet18 0.906 0.989 0.937 0.978

ResNet34 0.887 0.984 0.942 0.978

ResNet50 0.901 0.986 0.934 0.973

4.4. Experimental Results
4.4.1. KMNIST

Figure 5 shows restoration results. The completely lost part is not restored by the bina-
rization, but it succeeded in sharpening and clarification as shown in Figure 5b. Whereas,
CycleGAN-based methods can connect the lost part (Figure 5c–e). Domain-d (Figure 5d)
increases the degree of transformation more than the standard CycleGAN; however, it
misses the characteristics. Our proposal, combining the domain-D and the augmented
identity loss (Figure 5e), can restore satisfied both the degree of transformation and preserve
the input’s features. Other restoration results of KMNIST are shown in Figure 6.

Table 3 reports the experimental result by PSNR and SSIM. Our method is the best
result for both PSNR and SSIM at α = 0.7, 0.8, 0.9. When it comes to the result of α = 0.7,
SSIM increases by 10.93% compared with the results of inputs, and it is 3.13% higher
than the standard CycleGAN. PSNR/SSIM of binarization is lower than CycleGAN-based
methods with every α. Table 4 reports the accuracy of restored characters. Binarization
is the highest accuracy on all the classifiers even though the PSNR/SSIM is the lowest.
On the other hand, the accuracy of binarized undamaged is lower than CycleGAN-based
methods. Our proposed method is higher for damaged characters except for ResNet50 than
the standard CycleGAN.
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(a) Input (b) Binary (c) Cyc (d) +dd (e) Ours

Figure 5. Restoration result of the binarization and CycleGAN-based method for KMNIST. (a) The
input data. (b) Binarization by Otsu method. (c) The standard CycleGAN. (d) The CycleGAN with
domain discriminators. (e) The CycleGAN with combining domain discriminators and augmented
identity loss.

Table 3. PSNR /SSIM of restored images on damage adding test data of KMNIST. The input is
artificially processed damaged characters. The best results are shown in boldface.

α = 0.5 α = 0.6 α = 0.7 α = 0.8 α = 0.9

Input 16.36/0.6871 14.78/0.6509 13.49/0.6148 12.28/0.5764 11.35/0.5350
Binary 16.73/0.6698 16.24/0.6482 14.35/0.6504 11.23/0.5692 10.28/0.5297

Cyc 19.15/0.8701 17.15/0.7514 15.27/0.6928 13.68/0.6318 12.12/0.5550
Ours 18.44/0.6814 17.88/0.7032 16.86/0.7241 15.32/0.6948 13.46/0.6375

Table 4. The accuracy of restoration on damaged and undamaged KMNIST. The best results are
shown in boldface.

Damage UnDamage

LeNet Res18 Res34 Res50 LeNet Res18 Res34 Res50

input 0.788 0.906 0.887 0.901 0.958 0.989 0.984 0.986
Binary 0.847 0.926 0.926 0.921 0.943 0.985 0.979 0.985

Cyc 0.827 0.897 0.887 0.892 0.957 0.987 0.982 0.985
+dd 0.837 0.882 0.892 0.877 0.955 0.986 0.981 0.984
Ours 0.847 0.901 0.901 0.891 0.954 0.986 0.981 0.984
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(a) Input

(b) Binary

(c) Cyc

(d) Ours

Figure 6. Restoration results of KMNIST.

4.4.2. Nisemonogatari

Figure 7 displays the restoration results for NISE. Binarization is hard to fix the lost
part of the data as same as KMNIST(Figure 7b), and even CycleGAN cannot fix dilute
and partially lost parts(Figure 7c). The domain discriminator(Figure 7d) obtains the same
results as KMNIST which has huge changes and feature missing. ur proposal achieves
superior restoration(Figure 7e). Other restoration results of NISE are shown in Figure 8.

Table 5 reports the results of PSNR/SSIM on the NISE. Our method obtains the best
results on α = 0.2, 0.3, 0.4. It is higher than the standard CycleGAN except for α = 0.1,
moreover, the differences from the standard CycleGAN are just 0.55 for PSNR and 0.0019%
for SSIM. In Table 6, the accuracy of binarization is lower than CycleGAN-based methods
and inputs. Our method is higher accuracy for damaged characters than traditional
methods and only one exceeds the inputs among the three classifiers.
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(a) Input (b) Binary (c) Cyc (d) +dd (e) Ours

Figure 7. Restoration result of the binarization and CycleGAN-based method for NISE. (a) The
input data. (b) Binarization by Otsu method. (c) The standard CycleGAN. (d) The CycleGAN with
domain discriminators. (e) The CycleGAN with combining domain discriminators and augmented
identity loss.

Table 5. PSNR/SSIM of restored images on damage adding test data of NISE. The input is artificially
processed damaged characters. The best results are shown in boldface.

α = 0.1 α = 0.2 α = 0.3 α = 0.4 α = 0.5

Input 27.06/0.8378 21.04/0.6769 17.52/0.5917 15.02/0.5615 13.08/0.5387
Binary 14.69/0.5585 17.08/0.7382 13.54/0.4859 13.29/0.4776 12.00/0.4887

Cyc 31.55/0.9195 25.69/0.8435 20.57/0.6834 18.03/0.5651 15.92/0.4842
Ours 31.00/0.9176 25.96/0.8704 21.83/0.7706 18.95/0.6413 16.43/0.5309

Table 6. The accuracy of restoration on damaged and undamaged NISE. The best results are shown
in boldface.

Damage UnDamage

LeNet Res18 Res34 Res50 LeNet Res18 Res34 Res50

Input 0.622 0.937 0.942 0.934 0.797 0.978 0.978 0.973
Binary 0.619 0.871 0.848 0.882 0.797 0.978 0.978 0.973

Cyc 0.646 0.929 0.932 0.929 0.791 0.978 0.977 0.972
+dd 0.646 0.919 0.921 0.924 0.799 0.978 0.976 0.972
Ours 0.651 0.937 0.929 0.945 0.793 0.978 0.976 0.973
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(a) Input

(b) Binary

(c) Cyc

(d) Ours

Figure 8. Restoration results of NISE.

4.5. Full Page Restoration of the Early Japanese Book

Characters are extracted from the pages and divided into proper image sizes, then
input to the Generator. Figure 9 shows the restoration results for the full pages (the Left
is the damaged images, and the right is the restoration results). We observe a vivid ink
color and the reconnection of scratched and lost parts. Through the restoration of the weak
damages, whole characters are clarified on the page. Table 7 reports the processing times of
full-page restoration by binarization and enhanced CycleGAN. For the CycleGAN-based
method, we measure the times on the CPU and the GPU, which AMD Ryzen 9 3590X
16-Core Processor CPU and Nvidia GeForce GTX 1080ti GPU. Deep learning methods
need longer processing time than traditional image processing. However, the restoration
is automatic and far faster than human work. Furthermore, proposal achieves a better
improvement than image processing method.
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Table 7. The computation time of full-page restoration. Page 1 is showed in Figure 1 and page 2 and
page3 are showed in Figure 9. The items are the number of extracted characters from each page.

Page 1 (184 Items) Page 2 (130 Items) Page 3 (205 Items)

Binary 0.3653 0.3377 0.4175
Ours(CPU) 3.7580 2.8321 4.0769
Ours(GPU) 0.7612 0.6183 0.8538

Figure 9. Full pages restoration of Nisemonogatari by enhanced CycleGAN.
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4.5.1. Effect of the Augmented Identity Loss

The aid loss is affected by generated image quality. Figure 10 shows output images
by FY without domain-d and in different learning rates (lr). Without the domain-d, FY
should generate undamaged characters, but we observe those characters contain faded
ink and weak scratches. As shown in Table 8, the outputs of F without domain-d are
not suitable for aid loss. Figure 10b shows that the generator at lr = 5× 10−6 occurs the
mode collapse, which outputs identical images. It decreases the accuracy of aid loss at
lr = 5× 10−6 compared with lr = 1× 10−5. These results indicate that aid loss works as
data augmentation and data generalization for identity mapping loss.

(a) w/o domain-d (b) lr = 5× 10−6 (c) lr = 1× 10−5

Figure 10. Outputs by FY in the cases of (a) Without domain-d (w/o d-d) and lr = 5 × 10−6.
(b) lr = 5× 10−6. (c) lr = 1× 10−5 and with domain-d.

Table 8. The detailed result by aid loss. The implementation Without domain-D (w/o dd) is not
employed domain-D, but aid loss is used. W/o aid is only employed domain-d. The best results are
shown in boldface.

α = 0.1 α = 0.2 α = 0.3 α = 0.4 α = 0.5

w/o dd 21.60/0.7281 19.87/0.6722 18.07/0.6019 15.83/0.4964 13.23/0.3474
w/o aid 31.56/0.9098 24.84/0.8045 19.72/0.6574 16.55/0.5426 12.83/0.3904

lr = 5 × 10−6 28.21/0.8715 24.84/0.8143 21.04/0.7096 18.29/0.6303 16.45/0.5354
lr = 1 × 10−5 31.00/0.9176 25.96/0.8704 21.83/0.7706 18.95/0.6413 16.43/0.5309

5. Conclusions

We proposed deteriorated characters restoration using enhanced CycleGAN with
the domain discriminator and the augmented identity loss. This enhanced CycleGAN
enables high-quality restoration compared with the standard CycleGAN and binarization
in the actual early Japanese book. Furthermore, it provides the revitalization of ancient
documents and high readability. Our proposal encourages more accurate recognition of
deep learning models in the actual book. In other words, high-quality restoration makes
them readable for us as well as artificial intelligence. In this paper, we achieve slight-to-
moderate damage restoration on a specific early Japanese book. However, our method has
a limitation for complete damage because the damaged character is few, and it is based on
CycleGAN. Furthermore, the early Japanese books have multiple types of deterioration
and color configuration, and paper texture. In terms of future work, we aim to realize a
high degree of freedom restoration for ancient documents.
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