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Abstract: Today, Web3D technologies and the rise of new standards, combined with faster browsers
and better hardware integration, allow the creation of engaging and interactive web applications that
target the field of cultural heritage. Functional, accessible, and expressive approaches to discovering
the past starting from the present (or vice-versa) are generally a strong requirement. Cultural heritage
artifacts, decorated walls, etc. can be considered as palimpsests with a stratification of different actions
over time (modifications, restorations, or even reconstruction of the original artifact). The details of
such an articulated cultural record can be difficult to distinguish and communicate visually, while entire
archaeological sites often exhibit profound changes in terms of shape and function due to human activities
over time. The web offers an incredible opportunity to present and communicate enriched 3D content
using common web browsers, although it raises additional challenges. We present an interactive 4D
technique called “Temporal Lensing”, which is suitable for online multi-temporal virtual environments
and offers an expressive, accessible, and effective way to locally peek into the past (or into the future) by
targeting interactive Web3D applications, including those leveraging recent standards, such as WebXR
(immersive VR on the web). This technique extends previous approaches and presents different contribu-
tions, including (1) a volumetric, temporal, and interactive lens approach; (2) complete decoupling of the
involved 3D representations from the runtime perspective; (3) a wide range applications in terms of size
(from small artifacts to entire archaeological sites); (4) cross-device scalability of the interaction model
(mobile devices, multi-touch screens, kiosks, and immersive VR); and (5) simplicity of use. We imple-
mented and developed the described technique on top of an open-source framework for interactive 3D
presentation of CH content on the web. We show and discuss applications and results related to three
case studies, as well as integrations of the temporal lensing with different input interfaces for dynamically
interacting with its parameters. We also assessed the technique within a public event where a remote
web application was deployed on tablets and smartphones, without any installation required by visitors.
We discuss the implications of temporal lensing, its scalability from small to large virtual contexts, and its
versatility for a wide range of interactive 3D applications.
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1. Introduction

All 3D visualization projects that target cultural heritage require a scientific approach in
order to get a consistent and thorough reconstructive model of the past and to avoid the equiv-
ocity of the “black box effect” [1]. As a result of the scientific debate on virtual reconstruction,
numerous projects and documents aimed at creating efficient guidelines and good practices
in the field of scientific visualization of the past have been implemented over the years, such
as the London Charter (www.londoncharter.org-accessed on 29 April 2021) and Principle of
Seville [2]. The London Charter is one of the most internationally recognized documents,
and it defines a set of principles of computer-based visualization to ensure the intellectual
and technical integrity, reliability, documentation, sustainability, and accessibility [3]. In partic-
ular, it points out the importance of the knowledge claim: It states that any computer-based
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visualization of heritage should clearly declare its identity (e.g., 3D models of the existing
state, evidence-based restoration, or hypothetical reconstruction) and the extent and nature
of any factual uncertainty. “Traditional” and consolidated visualization standards in the field
of cultural heritage (2D graphical outputs such as footprints, sections, etc.) target formal
ways to communicate the archaeological record, focusing on metrically correct representa-
tions. This approach has several limitations, not only in the lack of interactivity (typical for
the analogical approaches), but also in the extent and resolution of the representation through
layouts with several images in the same sheet of paper. When it comes to proposing solutions
for comparative visualization (for instance, the base dichotomy 3D survey/reconstructive
hypothesis), they rely on simple synoptical juxtaposition of images or, in rare cases, on the use
of transparent sheet layers to add a reconstruction on top of a photo of the site as it appears
today. Within interactive 3D visualization of cultural heritage content, functional, engaging,
accessible, and expressive approaches to discovering the past starting from the present (or vice-
versa) are generally a strong requirement. Artifacts, decorated walls, etc. can be considered
as palimpsests with a stratification of different actions over time (modifications, restorations,
or even reconstruction of the original artifact). The details of such an articulated cultural
record can be difficult to distinguish and communicate, while entire archaeological sites of-
ten exhibit profound changes in terms of shape and function due to human activities over
time (destruction, reconstruction, change in the building’s end use, etc.). Virtual interactive
lenses [4] represent an elegant approach to providing alternative visual representations for
selected or specific regions of interest. They define a parametrizable selection according to
which a base visualization (or context) is temporarily altered. Such approaches are highly
valued and appreciated in the realm of interactive visualization due the simplicity of their
concept, their power, and their versatility. Interactive lens techniques are, in general, strongly
coupled with the base visualization system, which raises challenges when transferring existing
techniques to specific problems. An important goal in research is, in fact, to develop concepts
and methods that facilitate the “implement once and reuse many times” development of such
lens techniques. This is the case, for instance, with the implementation of such techniques
for the web through WebGL/HTMLS5 technologies [5]. Additional challenges arise that are
related to performance on complex 3D scenarios due to the limitations of web browsers, thus
undermining the interactive aspects of the lens. We present and discuss a scalable technique
called “temporal lensing” that allows users to interactively compare—in specific selected
areas—manufactured artifacts or items, buildings, or large archaeological sites in their current
state of preservation along with their hypothetical reconstruction. This tool does not give access
to data or paradata related to the reconstructive process, as it is designed to allow the general
public an immediate reading and understanding of archaeological contexts. Such a metaphor,
in fact, offers users dynamic and local time shifts between present and past. The technique
differs from other approaches where the interactive lens is conceived as 2D and see-through;
our approach instead operates in a volumetric manner, offering a broader public a powerful,
accessible, and expressive 3D tool for discovering the past (or the future).

2. Related Work

Regarding interactive lenses for visualization, extensive surveys in the literature [4]
have highlighted their elegance, flexibility, and simplicity when applied to several fields
and case studies. This work also offers a robust conceptual model for designing and imple-
menting interactive lenses by formalizing, in particular, a selection o (the region affected
by the lens) and a lens function A (how the visualization is altered). There are, in fact,
several past projects and studies developed on top of these building blocks to create inter-
active lenses for 2D and 3D interaction models. Past works, such as the “Temporal Magic
Lens” [6], introduced a 2D lens technique that considers the time dimension to locally alter
video streams for analysis by combining temporal and spatial aspects of a video-based
query and offering a unified presentation to the user. Magic lens techniques have also been
applied in the literature in Augmented Reality (AR), for instance, to inspect and discover
portions of physical objects using a hand-held flexible sheet [7]. Within the field of cultural
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heritage, previous research already explored expressive and accessible interactive lens mod-
els in order to discover the past (or the future) in a specific location of a physical or virtual
space. Regarding approaches for casual visitors and non-professional users, the “revealing
flashlight” [8]—on display during the Keys to Rome exhibition (http://keys2rome.eu/-
accessed on 29 April 2021) at the Trajan Markets in 2015—represents an excellent example
of a spatial augmented reality technique that allows one to locally reveal the details of
physical museum artifacts from a specific point of view. The projection mapping in this
case can be exploited by users to locally decipher inscriptions on eroded stones or to
interactively discover the geometric details and meta-information of cultural artifacts, with
proven effectiveness, ease of use, and ease of learning.

Regarding the interactive exploration of cartographic heritage for public exhibits, a pre-
vious work [9] exploited the interactive lens approach with temporal alteration to visually
communicate old 2D maps to visitors in an efficient manner. Such datasets present dense
and precious information that is very difficult to retrieve and study without special tech-
niques, thus offering visitors a very simple, immediate, and efficient interface. “TangibleR-
ings” [10] is another example of a 2D interactive lens concept applied to tangible interfaces,
offering visitors an intuitive and haptic interaction to discover different information layers.
Within immersive virtual reality (VR) analytics, through consumer-level head-mounted
displays (HMDs), recent works investigated applications of interactive lenses that exploited
a virtual 3D space [11]. Due to the “see-through” concept offered by the interaction model,
different lenses naturally lend themselves to the combination of their individual effects
and integrations with six-DoF controllers (hand-held controllers with six degrees of free-
dom) to naturally control the final effect. Regarding virtual representations of archaeologi-
cal sites or artifacts, previous research investigated volumetric techniques that allow profes-
sionals to locally “carve” space and time in multi-temporal (4D) virtual environments [12]
that are supported by formal languages [13] to keep track of virtual reconstruction processes.
These techniques fully and interactively operate in a virtual 3D context, thus enabling
the adoption of advanced 3D interactions and 3D user interfaces when designing these
tools. These interactive techniques are generally employed within ad hoc, desktop-based
applications and tools; what about the application of the 3D lens concept to web-based
visualization? We have witnessed large advancements regarding the presentation and dis-
semination of interactive 3D content on desktop and mobile web browsers (Google Chrome,
Mozilla Firefox, etc.). A prominent example of interactive 3D presentation on the web
is offered by the SketchFab platform (https://sketchfab.com/-accessed on 29 April 2021)
to present and inspect 3D models through a normal web page. Nowadays, web tech-
nologies offer improved hardware integration; thus, a web page (once it has obtained a
user’s permissions) is able to access the built-in microphones and cameras, GPS, compass,
and much more. Such integrations—especially on mobile web browsers—are very appeal-
ing for web applications that target cultural heritage because they do not force the user
to install any additional software on their device. Past research projects have already ex-
ploited these technologies to present large interpreted or reconstructed 3D landscapes [14],
browser-based, city-scale 4D visualization based on historical images [15], augmented
museum collections using device orientation [16], or gamified 3D experiences [17,18]. Re-
garding immersive VR, since the introduction of the first open specification for WebVR [19],
it became possible to consume immersive experiences by using common web browsers
and consumer-level HMDs (including cardboard). The API recently evolved into WebXR
(https:/ /immersiveweb.dev /-accessed on 29 April 2021) [20]; the new open specification
has the goal of unifying the worlds of VR and AR, in combination with a wide range of
user inputs (e.g., voice, gestures), thus offering users options for interacting with virtual
environments on the web [21]. Immersive computing raises additional challenges and strict
requirements for low-latency communication to deliver a consistent and smooth experi-
ence. These must be taken into strong consideration, especially when designing interactive
techniques for web-based tools or applications dealing with the exploration of the past.
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3. Temporal Lensing
3.1. Description of the Technique

The main concept of the temporal lensing technique is based on local, volumetric
alteration of time in a virtual 3D space. Thus, the model extends 2D lens techniques to 3D
by leveraging a radial alteration of time in a given virtual location. The proposed technique
operates on two different scene-graphs:

¢ Gy A base 3D scene (or reference);
* Gy A target 3D scene (representing Gy, in a different time period).

Gp and Gt may represent an archaeological site, a building, or a small artifact in two
different time periods. Following the conceptual model and taxonomy described by
Tominski et al. [4], our technique implements the selection o (the region affected by
the lens) as a spherical volume defined by (1) a 3D application point c and (2) an influence
radius r. The lens function A (how the visualization is altered) operates in a 4D space
where both time periods coexist (G, and Gy); outside the volume of interest o, Gt is hidden
and Gy, is shown, while the exact opposite happens inside (see Figure 1). Thus, depending
on the location and radius of the lens, a temporally altered version of the reference scene is
shown inside the volume (sphere) of interest. By definition, o parameters of the interactive
lens can be manipulated at runtime, so users may dynamically change both the location
and radial influence of the temporal lens in any given 3D scene.

Figure 1. Unaffected visualization where only the base scene Gy, is shown (A). A temporal lens using
a 7.5 m radius (B) and 26.5 m radius (C) allows the discovery of a past period G; inside the selection.

A crucial aspect of the technique is the complete decoupling of G}, and G¢; the two
scenes may, in fact, exhibit profound changes due to time (destruction, reconstruction,
changes in the building’s end use, etc.), thus presenting different interactive visualization
requirements in terms of scene-graph organization, textures and geometry, level of details,
procedural rules, etc. (see, for instance, the samples in Figure 2, left). This separation allows
a wide range of usage scenarios going well beyond basic texture alterations; it offers users
a volumetric peek into the past (or future) in a local area of interest, potentially discovering
a completely different shape, color, or material. For interactive visualization purposes, the
lens function A is generally realized using GLSL (OpenGL Shading Language) fragment
shaders through the graphics hardware—also available via WebGL—to radially discard
scene portions that we do not intend to show.

From a performance perspective, one observation regarding this 3D technique is that
the volumetric selection o where the temporal lens is applied (visualization of Gt) is usually
smaller than the reference scene Gy, in terms of size. When dealing with scene-graphs,
we can thus employ hierarchical culling techniques to discard Gt nodes outside the radial
selection because they will not contribute to the final visualization in any case (see the
sample in Figure 2, right).
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discarded
nodes

G b Gt G b Gt
Figure 2. Comparison of the scene-graphs of samples G, and G; (A); depending on temporal lens
parameters, specific nodes can be safely discarded at runtime to improve performance (B).

The inverse is also applicable for the base scene (culling Gy, nodes inside the lens
selection o). This can offer solid performance boosts at runtime, especially when using
the technique in web-based visualization through standard WebGL (or through WebXR
presentation). Due to the volumetric approach of the technique, it can be easily adapted
and deployed in immersive VR sessions, allowing users to interact with the location
of the temporal lens and its influence radius. The next section will describe a Web3D
implementation of the technique, also including WebXR applications (immersive VR).

3.2. Web Implementation

This section describes a web-based implementation of the temporal lensing technique
targeting common web browsers leveraging WebGL and modern standards (WebXR) for
immersive VR sessions. As previously introduced, we deal with two separate 3D repre-
sentations (Gy, and G) of the same scene in two different time periods. Modern javascript
libraries, such as Three.js (https://threejs.org/-accessed on 29 April 2021), Babylon.js
(https:/ /www.babylonjs.com /-accessed on 29 April 2021), and many others, offer all of
the tools for creating and organizing interactive 3D scenes. In order to implement and as-
sess the temporal lensing technique, we used the open-source framework “ATON” by
CNRISPC [14,16-18,22]. The framework, which is based on Three js, allows the crafting of
scalable, cross-device, and WebXR-compliant web applications that target cultural heritage,
and it also provides spatial Ul (user interface) components for developing and presenting
advanced immersive interfaces.

The temporal lens function A was implemented with common GLSL shaders (see the
previous section) that were applied to both the G, and G; scene-graphs to show /discard
specific volumetric portions; these allow the user to change the location and radius of the 3D
lens at runtime. Regarding the lens selection o (affected radial volume), the implemented
interaction model for the web allows one to dynamically choose a location on the visible
3D scene (where the temporal lensing is being applied). In order to determine c—the center
location of the lens—a query is performed on visible surfaces using a geometry intersection
ray. The first problem to face is that of which graph we choose because Gy, and Gy may
exhibit completely different shapes, volumes, and surfaces. For our current implementation
(javascript), we adopted the following algorithm:

Algorithm 1 first queries the G}, geometry for the closest intersection point p,, then
queries G for the closest intersection point p,. If both p, and p, are found and valid,
the temporal lens center (c) is assigned to the closest one (with respect to the query ray’s
origin)—otherwise, the effect is not applied (see Figure 3).
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Algorithm 1 Query.

pp, < queryClosest(Gy,)
p; < queryClosest(Gt)
if valid(p,)) and valid(p,) then
L ¢ « closest(py, py)
return ¢;

else
| return NULL;

Figure 3. A sample query 3D ray intersecting with both Gy, (left—in this case, the present)—and G

(right—in this case the past)—respectively, in p, and p, as candidate locations for the temporal
lens center.

Regarding the visual alteration (A), the steps in Algorithm 2 show an extract of the per-
fragment pseudo-code performed on GPU hardware (through GLSL). Base and Target
routines are applied, respectively, to G, and G; (and all descendants) to properly discard
incoming fragments and realize the spherical lens effect. A single fragment—given its world
location p—is discarded (hidden) depending on its euclidean distance from the lens center
c (selected in the previous steps) and radius r. Note that such GPU routines completely
abstract from the internal complexity of scene-graphs G, and G; in terms of geometric
detail, texture resolution, or scene hierarchy (for instance, advanced structures can be
required to present large, progressive, multi-resolution datasets on the web [14,23,24]).
The technique is fully replicable using different WebGL libraries or Web3D frameworks,
with or without support for advanced scene-graph features.

Algorithm 2 Fragment pseudo-shaders for Gy, and Gt.

Input: c,r
FragmentShader Base()
p < fragmentWorldLocation()
d < distance(p, c)
if d < r then
| discard;

FragmentShader Target ()
p + fragmentWorldLocation()
d < distance(p, c)
if d > r then
| discard;

Regarding the query routines (see Algorithm 1), big challenges arise due to perfor-
mance within Web3D contexts, especially when dealing with complex geometries. This
issue is even more prominent for immersive VR experiences (through WebXR) because they
strictly require low-latency response times in order to deliver a consistent, smooth, and ac-
ceptable experience for the final user. This is crucial for allowing the user to interactively
alter the lens parameters (mainly the location and radius) at runtime.
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In order to overcome this problem—especially in Web3D applications—both the G,
and Gt geometries need to be spatially indexed [25]. We use BVH (bounding volume
hierarchy) trees—offered by the ATON framework—that allow a web application to query
complex geometries very efficiently while maintaining very high frame rates. This solution
allows Web3D applications to smoothly use dynamic temporal lensing with different
input profiles:

1. Touch as the primary input for querying and inspecting locations;

2. Mouse as the primary device for querying and inspecting locations;

3. HMD using a virtual head or six-DoF controller for interactively querying the 4D
space in immersive WebXR sessions (location + direction).

Such interaction models provide users with a direct interface to discover the past
(or the future) using a web browser, without requiring any third-party software installation.
The next section will describe, in detail, three case studies that we considered in order to
assess the technique and its implementation for the web.

4. Case Studies

In this section, a selection of case studies will be presented. Table 1 lists the technical
details of the optimized 3D assets employed for each case, as well as the number of textures
and the resolution involved for the Web3D/WebXR presentation in order to highlight
and compare polygon counts. Each case consists of two different scene-graphs, Gy, and G¢
(see Section 3), which, respectively, present and past 3D representations.

Table 1. Details of the 3D assets of the involved case studies, each with two different representations
(Gp and Gy), optimized for Web3D/WebXR presentation.

Context Tris. Num. Textures Resolution per Texture
Augustus Forum (Gp) 396,000 18 4096
Augustus Forum (Gy) 774,000 20 2048

Caecilius Iucundus (Gy,) 454,000 25 2048
Caecilius Iucundus (Gy) 391,000 25 2048
Cerveteri Tomb (Gp) 99,000 23 2048
Cerveteri Tomb (G¢) 60,000 1 4096

4.1. Augustus Forum

The first case study presented is the 3D model of the Forum of Augustus. The model
was created in 2018 within the Reveal project (https://cordis.europa.eu/project/id/732599-
accessed on 29 April 2021). The project was funded under the European Horizon 2020
Program and supported by Sony Interactive Entertainment; it was born with the aim of
using the Sony PlayStation gaming platform as a tool for the dissemination of knowledge
of the European historical-artistic-archaeological heritage [26,27].

The project developed a series of tools for guiding video game developers to create
engaging experiences that improve the understanding of cultural heritage. The project had
two applied games as output: “The chantry” and “A night in the forum”. In the second case,
the player could visit the Forum of Augustus in Rome after sunset to discover mysteries
and stories of the Roman world. Within the game, two accurate and detailed models were
developed (see Figure 4). The former was a digital replica of the archaeological site in its
actual state of conservation (2018). The latter was a hypothetical 3D reconstruction of
its architecture in the 1st century AD. The reconstruction was developed by employing
a large variety of historical and archaeological sources and surveys of the in situ archi-
tectures. The models created were used for experimentation in other research projects
and were particularly suited for the temporal lensing technique (see Figure 4, bottom).
Indeed, the Forum of Augustus is very important archaeological evidence for Roman
history, and its remains are visible to all in the heart of Rome in the archaeological park of
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the imperial forums. However, the condition of ruin does not allow a clear understanding
of the volumes and articulation of the architectural spaces. Therefore, the overlapping
of the different models—the past (hypothetical reconstruction) and the future (current
state of preservation)—allows the user to make a targeted comparison between the two
temporal layers.

Figure 4. Three-dimensional model of the Forum of Augustus in 2018 (Gy, A) and its reconstruction
during the 1st century AD from the same view (G;, B). The temporal lensing (C) was used to
interactively discover a portion of the reconstructed portico in real time.

4.2. Domus of Caecilius lucundus

The house of Caecilius Iucundus is a roman domus placed in the archaeological
site of Pompeii (Italy). In 2000, the Swedish Pompeii project (www.pompejiprojektet.se-
accessed on 29 April 2021) was initiated by the Swedish Institute in Rome, and since
autumn 2010, the research project has been directed by the Department of Archaeology
and Ancient History at Lund University. The aim was to record and analyze an entire
Pompeian city block, Insula V 1, and to experiment with digital archaeology methods
and technologies involving 3D surveys and reconstructions. During the fieldwork activity,
the house was completely digitized using laser scanner technology, and the 3D data, along
with archaeological and historical sources, were employed to develop different research
activities in the area of digital visualization [28]. In particular, 3D simulations of the house
were performed in order to discuss and visualize different possible interpretations of
the house itself. As in the previous case study, the use of a digital replica of the site
as a backdrop for the virtual reconstruction allowed a high level of control of the proposed
hypotheses and the possibility of a real-time comparison between models (digital replica
and virtual reconstruction) during the interpretation process, thus bringing a significant
contribution to the archaeological analysis [29]. The digital replica was textured using
manual mapping techniques that started from high-resolution orthophotos. This technique,
despite having other possible semi-automatic solutions through multi-photo projections
within photogrammetry software, such as Metashape (https:/ /www.agisoft.com/-accessed
on 29 April 2021), has allowed a greater coherence of proportions through a nadiral
projection of the images of the pictorial apparatus on the optimized geometries (with
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a considerable reduction of the deformation of the color information due to possible
deformities of the optimized geometry with respect to the real object).

The 3D models obtained during the research activities were particularly suitable
for temporal lensing experimentation, especially for what concerns the understanding of
mosaic and pictorial decorative apparatus. In this case study, although the architectural
composition of the living spaces is quite understandable even for non-experts, the dec-
orative apparatus was instead subjected to a rapid degradation, as evidenced by some
watercolors of the late 1800s, which show frescoes with vivid colors that have now vanished
or are severely altered. Indeed, the tool allows an immediate comparison between the cur-
rent state of conservation and degradation of colors and decorative motifs and their original
appearance and shades (see Figure 5). Furthermore, it allows the users to better perceive
the ancient environment and to see details that are no longer visible to the naked eye.

Figure 5. Temporal lensing to interactively discover the vivid colors of the original decorative apparatus.

4.3. Cerveteri Tomb

The Tomb of Reliefs is an Etruscan underground tomb dating back to the end of the 4th
century B.C., discovered in the necropolis of Banditaccia in Cerveteri (Italy) in 1847. It is
the only Etruscan tomb that is decorated with stucco reliefs (normally, there are painted
frescoes) that represent, hanging on the walls, all of the furnishings that accompanied
the deceased on their journey beyond death. The tomb is about 6 m long, while the ceiling
is about 2 m high. Given the fragility of the stuccoes, the artistic quality, the fact that
it is unique, and its presence inside a UNESCO site, the tomb is kept closed and is visible
to the public only through a window in the metal entrance door. The tomb, excavated
inside the tufa rock, has a crack that crosses it diagonally. CNR ISPC researchers obtained
a very-high-resolution digital replica in 2016 for the purposes of documentation, protection,
monitoring, and valorization of the site. The project was funded by the CNR with the sci-
entific cooperation of the SABAP (Soprintendenza Archeologia Belle Arti e Paesaggio per
I’Area Metropolitana di Roma, Provincia di Viterbo e Etruria Meridionale). The 3D survey
of the tomb was performed using a FARO laser scanner (https://www.faro.com/-accessed
on 29 April 2021) with a grid of seven points of view. In the same positions, very-high-
resolution equirectangular panoramas (about 50,000 x 25,000 pixels) were acquired. A
topographic survey was performed with the total station for the acquisition of removable
targets that were included in the photo shooting and laser scanning.

The photogrammetric model was developed from equirectangular images with the Metashape
software (https:/ /www.agisoft.com-accessed on 29 April 2021) and was superimposed on the ge-
ometric model obtained from the laser scanner’s point cloud. The phase of adding the color
information to the latter model was carried out by using 3D Survey Collection (3DSC [30]),
a tool specially developed by CNR for the management and reprojection of equirectangular
images. The digital replica that was thus obtained was optimized for use in real time;
the geometries were improved and reduced and the textures were recreated by following
the standard metrics (4096 x 4096 pixels, each 16 m?).

The optimized 3D model was used as the basis for the creation of a reconstructive
hypothesis of what the tomb was originally supposed to look like. In particular, a ge-
ometric restoration was carried out to integrate fragmentary portions of the stuccoes
and a chromatic restoration in the points where the color was lost. For the production of
the reconstructive model, a non-destructive method of creating antique materials based
on masks and semantics was applied, which mapped the hypothesized pigment (color)
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and the type of finish of the stucco (smooth, porous, etc.) on the surface. The results of
the research activity were two three-dimensional models complete with textures: the dig-
ital replica optimized for real time and the reconstructive hypothesis. This case study is
particularly suitable for the use of temporal lensing because it helps to understand aspects
that are otherwise difficult to understand. Through this technique, not only the difference
between what should have been in ancient times and what is today the pictorial decoration,
but also the geometrical additions that were necessary to restore the tomb to its former
glory, are made immediately evident (see Figure 6). The possibilities of communicating
both the pictorial reconstruction and the geometric reconstruction are part of the peculiar
and virtuous characteristics of the three-dimensional representation of an archaeological
context through temporal lensing.

Figure 6. Interactive and immersive VR discovery of the tomb using an Oculus Quest HMD
and temporal lensing (view-aligned query) to discover original colors through the built-in Ocu-
lus web browser.

5. Public Installation

In order perform a technical assessment and a preliminary evaluation of the web
implementation of the temporal lensing technique with a broader audience, an interactive
installation was developed for the archaeological exhibition “TourismA 2020”, which was
held before the COVID-19 pandemic. It is an annual three-day event held in the prestigious
location of “Palazzo dei Congressi” in Florence (Italy). The setup consisted of two multi-
touch tablets (Samsung Galaxy Tab A 8.0) connected to the internet and arranged on
a table (see Figure 7, top strip), which used built-in web browsers to present the interactive
web application with temporal lensing, without any additional software installed. Each
tablet presented a different virtual scenario to the visitor: the Forum of Augustus in Rome
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(Italy) and the Caecilius Jucundus house in Pompeii (Italy), as well as their respective 3D
reconstructions, which were discussed in the previous section.

The entire interactive web application was served on both tablets in Florence by a pub-
lic and certified CNR ISPC server node located in Rome (Area della Ricerca di Roma 1)
with worldwide reachability. For this setup, visitors could interact with the temporal lens-
ing parameters in two ways: (1) moving the location of the temporal lens through a tap
on the screen and (2) enlarging or shrinking the temporal radius using the captured volume
levels (through the built-in microphone). Visitors could thus move the temporal lens around
the Forum of Augustus and the Caecilius Jucundus house, discovering their corresponding
past reconstructions (G¢). The user interface presented a simple welcome popup describing
the case study and how to interact (move the camera). On the top of the screen, a few buttons
allowed the visitor to move into specific viewpoints (predefined camera locations), while
on the bottom, a QR code allowed users to “grab” and replicate the entire experience on their
smartphones, without requiring any installation (see Figure 7). In order to control the radius
of the temporal lens, the vast majority of the interacting visitors used their voices, finger
snapping, or hand clapping as input. The invitation to play with the tablets was also facilitated
by the noise of people and surrounding installations, which occasionally influenced the radii
of both web applications with their sounds. Within a preliminary assessment, observations
by interviewed visitors after using the devices were, for the vast majority, positive; they all
particularly appreciated the input model that combined touch and sound to discover the past
reconstructions of both scenarios (see Supplementary Materials).

Figure 7. “TourismA” installation setup (top strip). A visitor interacting with the multi-touch
interface to pick a temporal lensing location, panning the camera, and snapping fingers to enlarge
the radius, respectively (middle strip). User interface with predefined viewpoints and QR-code
buttons (bottom).
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6. Discussion

Temporal lensing is a technique based on local, volumetric alteration of time in a vir-
tual 3D space that offers users an interactive, expressive, and accessible discovery model
that targets cultural heritage scenarios. The technique differs from other approaches where
the interactive lens is conceived as 2D and see-through; our approach instead operates
in a volumetric manner, offering a broader public a powerful 3D tool for discovering
the past (or the future). The web and its recent standards offer incredible opportunities for
presenting and communicating different temporal layers through expressive and accessi-
ble interaction models, without forcing final users to install any third-party software or
applications. We assess and describe a web-based implementation of the technique applied
to different CH case studies (Section 4), including its application to immersive VR sessions
by exploiting the recent WebXR specification.

In the following tables, we first report the performance measurements resulting
from the Web3D implementation of the temporal lensing (see Section 3.2) on different
devices. We recorded the average frame rate (FPS) in three-minute sessions for each case
study with different devices: (a) a desktop workstation (CPU: intel core i7, GPU: NVIDIA
980GTX), (b) Oculus Quest 1 (all-in-one HMD), (c) smartphone (Huawei Honor V10),
and (d) the two tablets used for the “TourismA” exhibit (see Section 5). As described
in Section 3.2, different input models were employed with different devices to control
the temporal lens. More specifically, the following were adopted: mouse-based interaction
(a), multi-touch interaction (c, d), and view-aligned query (b).

Table 2 shows that the Web3D application did maintain good frame rates for all
cases during the whole session, which was also because the BVH trees were adopted for
interactive queries (see Section 3.2). For these tests, no radial culling optimization (see
Section 3, Figure 2) was employed; thus, the per-fragment GPU routines (see Section 3.2,
Algorithm 2) performed on the Gy, and G; scene-graphs in their entirety to realize the volu-
metric lens effect. We performed additional tests using the same devices on a specific case
(Caecilius Iucundus domus), but this time, we enabled radial culling optimization. For each
3 min session, a fixed lens radius was used; the goal was to assess the impact of variable
radii and compare this to the original test. As shown in Table 3, smaller radii (fixed during
the whole session) led to small frame rate improvements. As expected, this is a direct result
of the per-room segmentation [29] of the G; scene-graph of Caecilius Iucundus domus
(reconstruction) and its blocks outside the radius being culled.

Table 2. Average frame rates (FPS) of the web implementation of temporal lensing on different
devices with the presented case studies.

Device Augustus Forum  Caecilius Iucundus Tomb
Desktop Workstation (PC) 59.9 59.9 59.9
Oculus Quest 1 (HMD) 56.0 60.4 71.5
Smartphone (mobile) 54.7 55.4 59.9
“TourismA” expo tablet (mobile) 45.2 47.4 -

Table 3. Average frame rates (FPS) using the radial culling optimization with different fixed temporal
radii for the Caecilius Tucundus case study.

Device 10 m 5m 1m

Desktop Workstation (PC) 59.9 59.9 59.9
Oculus Quest 1 (HMD) 61.0 64.7 67.1
Smartphone (mobile) 55.8 57.2 59.1
“TourismA” expo tablet (mobile) 48.1 50.3 53.0

Temporal lensing can be easily integrated with different input interfaces to exploit
the capabilities of modern web browsers and recent standards (e.g., access to built-in
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microphones, compasses [16], WebXR presentations for cardboard [18], etc.). The web
application developed for the public “TourismA” exhibit (see Section 5) was deployed
using a public server (with worldwide reachability) to carry out a preliminary assessment
of temporal lensing with the general public on two 3D scenarios (the Forum of Augustus
in Rome and the house of Caecilius Jucundus in Pompeii). People could interact using
a combination of touch and sound to control lens parameters, and through a simple QR
code, they could replicate the whole experience on friends’ devices without any installation.
We plan to carry out an extensive evaluation of the integration of the temporal lensing
technique with online web applications to reach a larger audience.

The technique was shown to be particularly suited for virtual restoration of pictorial
and mosaic decorations because it ensures the legibility of the decorative elements by
re-establishing their formal integrity and showing their possible original appearance,
but allowing, at the same time, the recognizability of the current state of conservation
in accordance with the principle of guided restoration [31], as in the cases of the house
of Caecilius Iucundus and the Tomb of Reliefs. The approach is also well suited for
the volumetric discovery of different typologies of 3D representations, such as technical
layers that show color-coded materials (see Figure 8) or other maps (preservation status,
etc.). The technique can thus be easily employed with different lens functions (A) to visually
communicate additional information alongside the pure temporal discovery.

Figure 8. Alternative lens function (color-coded materials) applied to the Tomb of Reliefs.

The technique completely abstracts from the geometric/texturing complexity of
the two temporal representations (G, and Gt scene-graphs), and can thus be replicated on
different Web3D frameworks or with different libraries. Furthermore, Algorithms 1 and 2
(described in Section 3.2) can be easily applied to multi-resolution datasets for larger or
more complex 3D scenes that require progressive levels of detail.

The temporal lensing technique, as described in the Section 3, can also be imple-
mented in desktop game engines (e.g., Unreal Engine 4, Unity, etc.), thus offering a usable
and immediate interaction model for high-fidelity real-time 3D applications that deal with
multi-temporal CH representations. As shown in the work of Kluge et al. [11], multiple
interactive lenses can be combined (overlaid) in immersive VR sessions. Another research
direction would be to investigate volumetric combinations of multiple temporal lenses (for
instance, by using two different time alterations A; and 1;), thus offering an immediate
and natural interaction model. Due to its immediacy and ease of use, we also foresee
applications of temporal lensing in gamified online contexts. For instance, the temporary
aspect of the lens can be removed, and instead, persistent alterations (see, for instance, the
Pompeii Touch project for 2D (http://www.pompeiitouch.com/en.php-accessed on 29
April 2021) can be adopted, where users can increasingly discover volumetric portions of
the 3D scene (even using different periods). This kind of progressive and persistent tempo-
ral discovery would suit the application of Web3D/WebXR to games where multiple users
on a network have to collaboratively discover a given scenario. We foresee different forms
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of experimentation in this direction with the adopted web framework, ATON, because
it already offers built-in collaborative features.

Supplementary Materials: A video presentation of the temporal lensing technique is available here:
https:/ /www.youtube.com/watch?v=870InAOkYS0.
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