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#### Abstract

The aim of this expository paper is to present the properties of the linear skew-t distribution, which is a specific example of a symmetry modulated-distribution. The skewing function remains the distribution function of Student's $t$, but its argument is simpler than that used for the standard skew-t. The linear skew-t offers different insights, for example, different moments and tail behavior, and can be simpler to use for empirical work. It is shown that the distribution may be expressed as a hidden truncation model. The paper describes an extended version of the distribution that is analogous to the extended skew-t. For certain parameter values, the distribution is bimodal. The paper presents expressions for the moments of the distribution and shows that numerical integration methods are required. A multivariate version of the distribution is described. The bivariate version of the distribution may also be bimodal. The distribution is not closed under marginalization, and stochastic ordering is not satisfied. The properties of the distribution are illustrated with numerous examples of the density functions, table of moments and critical values. The results in this paper suggest that the linear skew-t may be useful for some applications, but that it should be used with care for methodological work.
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## 1. Introduction

The skew-normal distribution was introduced in [1] and the skew-t distribution in [2]. These two distributions share the property that they may be derived formally. There are several methods of derivation of which probably the best known is to consider the bivariate normal distribution of two random variables $X$ and $Y$, each with zero mean, unit variance and correlation $\rho$. The skew-normal distribution arises by then considering the distribution of $X$ conditional on $Y \geq 0(Y \leq 0)$. There is a similar and equally well-known construction for the skew-t. As well as these formal foundations, the construction corresponds to situations in which the $X$ variable is sampled only if the second variable $Y$ takes nonnegative (nonpositive) values. Applications where such situations arise are well-known. As $Y$ is not explicitly observed, these models have been referred to as hidden truncation models; see, for example, [3]. As well as the skew-t distribution derived formally in [2], the earlier paper by [4] shows that other more flexible constructions may be employed. Lemma 1 of [4] that paper shows that a skew-elliptical distribution may be constructed using an elliptically symmetric distribution and the distribution function corresponding to a density function that is also symmetric. In its simple form, the resulting skew-elliptical density function takes the form

$$
\begin{equation*}
f(x)=2 g(x) G(\lambda x) \tag{1}
\end{equation*}
$$

where $g($.$) denotes a density function of a random variable that is symmetrically distributed$ about zero. The skewing term $G($.$) denotes the distribution function of a random variable$
that is also symmetrically distributed about zero. The distribution at Equation (1) is often referred to as a symmetry-modulated distribution, with $\lambda$ being called the shape or skewness parameter. There is a substantial development of this work in [5], with further results in [6]. Ref. [7] present a somewhat different construction that may nonetheless be regarded as a symmetry-modulated distribution.

The skew-elliptical distribution considered in this paper is a specific form of Equation (1) and is based on the Student's $t$ distribution. In the usual notation, the density function of a random variable $X$ is

$$
\begin{equation*}
f(x)=2 t_{v}(x) T_{v+1}(\lambda x) \tag{2}
\end{equation*}
$$

In this paper, this distribution is referred to as the linear skew-t, abbreviated to LST. With this construction, a minor extension that may be useful in some cases is

$$
\begin{equation*}
f(x)=2 t_{v}(x) T_{\omega}(\lambda x) \tag{3}
\end{equation*}
$$

That is, for this distribution, there is no essential reason for there to be a correspondence between the two degrees of freedom parameters $v$ and $\omega$. However, for reasons that follow from Proposition 1 below, the majority of the technical results in this paper impose the restriction $\omega=v+1$. This distribution may be attractive for applied work because it is simpler in structure than the usual Azzalini skew-t, henceforth ST. In addition, as the paper shows, there are combinations of parameter values under which the shape of the two distributions differs. The use of the LST does not seem to be widespread, with the paper by [8] being an exception. It is straightforward to construct a multivariate version for an $n$-vector $\boldsymbol{X}$. Once again, in the usual notation, the density function corresponding to Equation (2) is

$$
\begin{equation*}
f(\boldsymbol{x})=2 t_{n, v}(\boldsymbol{x}) T_{v+n}\left(\lambda^{T} \boldsymbol{x}\right) \tag{4}
\end{equation*}
$$

The aim of this expository paper is as follows. First, it is to investigate whether or not the linear skew-t distribution at Equation (2) and the multivariate version at Equation (4) may be derived as a hidden truncation model or scale mixture and, if so, whether the implied mechanisms are realistic. Secondly, as there are differences between the LST and the ST, the paper presents some properties of the distribution, namely the first four moments and critical values. These are compared with the corresponding values for the ST. Thirdly, the paper investigates and compares extended versions of the two distributions, LEST and EST, respectively. Extended versions are important for some methodological developments and empirical applications because they offer greater flexibility in the shape of the distributions, and hence in moments and critical values. The paper also presents results for multivariate distributions. Finally, reflecting the results reported in Section 3.1 of [5], the paper reports results for stochastic ordering with respect to shape for the LEST and EST distributions.

The paper has the following sections. Section 2 contains a review of the literature that summarizes developments in skew-elliptical and related distribution theory. Section 3 contains results and resulting properties for the ST distribution. Section 4 describes the corresponding results for the extended version. This distribution is similar in construction to the extended skew-t first referred to in [2] and described in more detail in [9,10]. Results for multivariate versions of the distribution are in Section 5. Section 6 is concerned with stochastic ordering with respect to the shape parameter $\lambda$ of both the LEST and EST distributions. Section 7 contains concluding remarks and a short discussion. There is an appendix containing technical details of some of the results.

This paper contributes to the literature on symmetry-modulated distributions by providing specific results based on Student's $t$ distribution. The paper describes an extended version of the distribution that is analogous to the extended skew-t. For certain parameter values, the properties of the distribution are different from those of the skew-normal or skew-t. This feature creates the possibility of new application areas in empirical work. It is
shown that for certain parameter values, the distribution is bimodal, a feature not exhibited by the skew-normal or skew-t.

The notation $t_{v}(x)$ denotes the Student's density function with $v$ degrees of freedom, and $t_{v}\left(x ; \mu, \sigma^{2}\right)$ denotes the density function with location $\mu$ and scale $\sigma$. When not defined explicitly, other notation is that in common use. Density and distribution functions are denoted by $f($.$) and F($.$) , respectively. As their use is clear from the context, these notations$ are used without subscripts. Standardized distributions with $\mu=0$ and $\sigma=1$ are used throughout. Tables and figures that illustrate algebraic results are based on $\lambda=1,2,5$ and 10 and a range of values for $v$ and the extension parameter $\tau$.

## 2. Literature Review

The seminal work by [1] has led to a large literature whose growth continues and whose scope expands. In toto, there are far too many articles to cite in a single paper, but there is a selective overview in [11]. From the perspective of this paper, which is concerned with the specific form of distribution at Equation (1), ref. [5], A\&R2012 henceforth, serves as a benchmark for recent research. Perhaps surprisingly, it has been cited by numerous authors who employ it to support the use of the skew-normal distribution in a range of applications. Ref. [12] used the skew-normal distribution in statistical process control. More recent examples include applications in astronomy and astrophysics [13-16], seemingly unrelated regression [17] and the weather [18,19].

The results in A\&R2012, in particular those in Section 3.1, are developed in [20,21] in two papers about the shape parameter. These results are extended in [22], who introduce the mode invariance in the family of distributions introduced in [21]. Mode invariance facilitates the study of various properties of the distribution. Ref. [23] is concerned with stochastic dominance. Ref. [24] develops a procedure to allow stochastic ordering for the multivariate skew-normal distribution. Stochastic ordering methods for the multivariate normal mean-variance and skew-normal scale-shape mixture models are described in [25]. There are related results in [26]. Ref. [27] presents results for the expected value and characteristic function of the matrix variate skew-normal distribution and applies the results to stochastic ordering. Ref. [28] employs the results in A\&R2012 to develop classification procedures across groups for situations in which marginal distributions are skew-symmetric.

As stated in the introduction, this paper is concerned with the properties of a specific form of Equation (1) based on Student's $t$. There are many other papers that are concerned with the development of specific probability distributions that exhibit asymmetry. Some show a close connection to the original skew-normal or skew-t ones, although others do not. Ref. [29] presents a multivariate skew-Cauchy distribution. This differs from the conventional multivariate skew-t in that the unobserved variables are independently distributed. The same concept is extended in [30], in which the unobserved variables are constrained. It is notable that some of the exemplar distributions in this paper are bimodal. Ref. [31] presents a number of different univariate distributions based on specific forms of Equation (1). These include, for example, the skew-Laplace distribution. Ref. [32] is a similar paper which presents detailed properties based on several underlying forms of $f($. and $G($.$) . These include the exponential power distribution and a distribution based on$ the modified Bessel function of the second kind (See Chapter 9 of [33] for further details). The former is due originally to [34], and the latter to [35]. Ref. [36] presents a distribution based on a generalization of Student's t in which the familiar $x^{2}$ term is replaced by $|x|^{k}$, with corresponding changes to the normalizing constant.

Ref. [37] describes a general approach to the construction of distributions that are bimodal and which are based to some extent on Equation (1). In these constructions, the density function is

$$
\begin{equation*}
f(x)=\alpha g(x)\left\{G(x)^{\alpha-1}\right\} ; \alpha \in \mathbb{R} \tag{5}
\end{equation*}
$$

where $G($.$) is now an absolutely continuous distribution function and g($.$) is the corre-$ sponding density. Ref. [38] introduces distributions that may be referred to collectively as skew-flexible. In their Theorem 2.1, and using the notation of Equation (1), the density function is

$$
\begin{equation*}
f(x)=c_{\delta} g(|x|+\delta) G(\lambda x) ; \delta, \lambda \in \mathbb{R} ; c_{\delta}=\{\bar{G}(-\delta)\}^{-1} \tag{6}
\end{equation*}
$$

where $\bar{G}($.$) is the distribution function corresponding to g($.$) . This distribution is bimodal$ for certain values of $\delta$. In a very recent paper, ref. [39] extended earlier results due to [40,41]. Specifically, ref. [39] studies the extended half-skew normal distribution with density function $h(x)$, given by

$$
\begin{equation*}
h(x)=c_{\alpha, \lambda}\left(\frac{\alpha+x^{2}}{\alpha+1}\right) f(x) ; x \geq 0, \alpha>0, \lambda \in \mathbf{R} \tag{7}
\end{equation*}
$$

where $c_{\alpha, \lambda}$ is the normalizing constant and $f($.$) is defined at Equation (1) with G()=.\Phi($.$) .$ Ref. [42] develops a weighted skew-normal model in which the density is

$$
\begin{equation*}
f(x)=\frac{w(x, \boldsymbol{\theta}) g(x) G(\lambda x)}{E\{w(X, \boldsymbol{\theta})\}} \tag{8}
\end{equation*}
$$

where $g($.$) and G($.$) are as defined at Equation (1), w($.$) is a weight function and \boldsymbol{\theta}$ is a parameter which may be vector valued. According to the authors, weighted distributions were introduced by [43] and offer flexible models for analyzing data sets. Ref. [44] describes the properties of a specific form of Equation (8) in which the weight function satisfies

$$
\begin{equation*}
w(x, \alpha)=\frac{1+\alpha x^{2}}{2(1+\alpha)} \tag{9}
\end{equation*}
$$

and the underlying density function is skew-normal. Depending on their parameterization, skewed distributions can be bimodal. Ref. [45] describes such a distribution and provides a useful list of relevant references. Recently, [46] proposed a multivariate distribution, which they term robust. In their paper, an elliptically symmetric density of a random vector $\mathbf{X}$ is multiplied by a skewing function of the form

$$
\begin{equation*}
G_{m}\left(\lambda^{T} \mathbf{x}\right)=\Pi_{i=1}^{m} G\left(\lambda_{i}^{T} \mathbf{x}\right) \tag{10}
\end{equation*}
$$

In a different type of development, ref. [47] presents a number of bivariate and multivariate log-normal distributions. These distributions constitute a different family from those summarized above. However, they do exhibit asymmetry and, as the authors argue, may be used for many financial data sets.

To summarize, development of probability distributions based on work by Azzalini and many of his co-authors remains an active area of research, as does the appearance in the literature of asymmetric distributions that have a different genesis.

## 3. The Linear Skew-t Distribution

This section describes the basic properties of the LST distribution at Equation (2). Proposition 1 shows that the density function arises as a scale mixture. To illustrate similarities and differences, the section also presents comparable results for the standardized form of the skew-t distribution.

### 3.1. The Underlying Hidden Truncation Model

Proposition 1. Conditional on $X=x$ and $S=s$, assume that $Y$ has a normal distribution with expected value $\lambda x \sqrt{\left(1+x^{2} / v\right)}$ and variance $1 / s$. Furthermore, assume that the conditional
distribution of $X$ given $S=s$ is $N(0,1 / s)$, with $S \sim \chi_{v}^{2} / \nu$. The following result holds: the density function of $X$ given that $Y>0$ is

$$
\begin{equation*}
f(x)=2 t_{v}(x) T_{v+1}\{\sqrt{(v+1) / v} \lambda x\} \tag{11}
\end{equation*}
$$

The proof follows by direct verification, with details in Appendix A.
The density function for the standardized skew-t distribution, abbreviated to SST, is

$$
\begin{equation*}
f(x)=2 t_{v}(x) T_{v+1}\left\{\sqrt{\frac{v+1}{v+x^{2}}} \lambda x\right\} \tag{12}
\end{equation*}
$$

It is clear that for given $v$ and $\lambda$, values of the two density functions are different. However, the limiting cases as $v \rightarrow \infty$ are the same; that is, the standardized skew-normal.

$$
\begin{equation*}
f(x)=2 \phi(x) \Phi\{\lambda x\} . \tag{13}
\end{equation*}
$$

As $\lambda \rightarrow \infty$, the limiting case distribution at Equation (13) is the truncated or halfnormal distribution whose density function is $2 \phi(x) ; x \geq 0$. A similar result holds for distributions at Equations (11) and (12). In both cases the limiting distribution is a truncated or half-t with density function $2 t_{v}(x) ; x \geq 0$. To avoid unnecessary duplication, this result is presented more formally in Section 4, which is concerned with extended versions of the distributions.

Examples of the density function with shape or skewness parameter $\lambda$ set equal to 1 are shown in Figure 1. In the left- and right-hand panels, $v=3$ and 5 , respectively. As the figure suggests visually, for the same value of $\lambda$, the difference between the SST and LST density functions appears to be minor, even for small degrees of freedom. Figure 2 shows the corresponding density functions for $\lambda=10$. As the figure shows, the distribution is not truncated as such, but the density function decays steeply for values of $X$ less than zero.

Note that the conditional distribution of $Y$ given $X=x$ is Student's t but that there is no closed-form expression for the unconditional distribution of $Y$.


The density functions in blue and orange are the standardized skew- $t$ and linear skew-t respectively. The shape parameter $\lambda=1$. In the left- and right-hand panels $v=3$ and 5 respectively.

Figure 1. Standardized skew-t and linear skew-t density functions; $\lambda=1, v=3 \& 5$.


The density functions in blue and orange are the standardized skew- $t$ and linear skew-t respectively. The shape parameter $\lambda=10$. In the left- and right-hand panels $v=3$ and 5 respectively.

Figure 2. Standardized skew-t and linear skew-t density functions; $\lambda=10, v=3 \& 5$.

### 3.2. Moments and Critical Values of the LST and SST Distributions

For $v>n$ and $n$ being an odd integer, integration by parts shows that moments about the origin for the LST distribution at Equation (11) are given by the recursion

$$
\begin{equation*}
E\left(X^{n}\right)=\frac{(n-1) v}{(v-n)} E\left(X^{n-2}\right)+\frac{2 \lambda \sqrt{v(v+1)}}{(v-n)} R_{n}(v) \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{n}(v)=\int_{-\infty}^{\infty} x^{n-1}\left(1+x^{2} / v\right) t_{v}(x) t_{v+1}(\lambda x \sqrt{(v+1) / v}) d x \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
E(X)=\frac{2 \lambda \sqrt{v(v+1)}}{(v-1)} \int_{-\infty}^{\infty}\left(1+x^{2} / v\right) t_{v}(x) t_{v+1}(\lambda x \sqrt{(v+1) / v}) d x \tag{16}
\end{equation*}
$$

Additional details of the result at Equation (14) are in Appendix B. Note that $R_{n}(v)$, and hence $E\left(X^{n}\right)$ exist for $n<v$. There are no analytic expressions for the integrals in Equations (15) and (16), except for the case $\lambda=1$. The integrals may be computed numerically, in principle, to any specified degree of accuracy. For even values of $n$, the distribution of $X^{2}$ under both the SST and LST distributions is $F(1, v)$; it follows that

$$
\begin{equation*}
E\left(X^{2}\right)=v /(v-2), E\left(X^{4}\right)=3 v^{2} /(v-2)(v-4) \tag{17}
\end{equation*}
$$

and so on, with the usual restrictions on the maximum value of $n$ being dependent on $v$.
For fixed $\lambda$, the differences in moments and critical values decrease with increasing $v$. This is illustrated in Tables 1 and 2. These show computed values of the first four moments for both the LST and SST distributions for $\lambda=1,2$ and $\lambda=5,10$, respectively, and $v=5,10,500$ and $\infty$. Expressions for the SST moments are well-known, see for example [2] or, for results in notation consistent with that used in this paper, [48]. Comparative results for the critical values of these distributions are shown in Tables 3 and 4 for a selection of percentage probabilities ranging from $1 \%$ to $99 \%$. Contrary to the visual impression of the density functions in Figures 1 and 2, Tables 1 and 3 show that, for small degrees of freedom and $\lambda=1$, there are differences in both moments and tail behavior. The differences
in critical values are more marked in the left-hand tail. The opposite would be the case if $\lambda$ were equal to -1 . For a fixed value of $\lambda$, asymmetry, measured by standardized skewness, decreases as $v \rightarrow \infty$.

Table 1. Comparison of Moments, $\lambda=1$ and 2; $v=5,10,500$ and $\infty$.

| Panel 1: $\lambda=1 ; v=5 \& 10$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LST[5] | SEST | ABS(DIF) | \%ABS(DIF) | LST[10] | SEST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.7231 | 0.6711 | 0.0520 | 7.1922 | 0.6348 | 0.6114 | 0.0233 | 3.6761 |
| vr0 | 1.1439 | 1.2164 | 0.0725 | 6.3382 | 0.8471 | 0.8762 | 0.0291 | 3.4328 |
| vl0 | 1.0695 | 1.1029 | 0.0334 | 3.1204 | 0.9204 | 0.9360 | 0.0157 | 1.7019 |
| sk0 | 1.6599 | 1.4432 | 0.2167 | 13.0543 | 0.3982 | 0.3480 | 0.0502 | 12.6069 |
| ku0 | 16.3377 | 17.6369 | 1.2992 | 7.9519 | 3.0289 | 3.2940 | 0.2651 | 8.7519 |
| Panel 2: $\lambda=1 ; v=500$ \& $\infty$ |  |  |  |  |  |  |  |  |
|  | LST[500] | SEST | ABS(DIF) | \%ABS(DIF) | LST $[\infty]$ | SEST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.5655 | 0.5650 | 0.0004 | 0.0750 | 0.5642 | 0.5642 | 0.0000 | NA |
| vr0 | 0.6843 | 0.6847 | 0.0005 | 0.0700 | 0.6817 | 0.6817 | 0.0000 | NA |
| vl0 | 0.8272 | 0.8275 | 0.0003 | 0.0350 | 0.8256 | 0.8256 | 0.0000 | NA |
| sk0 | 0.0806 | 0.0800 | 0.0006 | 0.7469 | 0.0771 | 0.0771 | 0.0000 | NA |
| ku0 | 1.4390 | 1.4419 | 0.0029 | 0.1983 | 1.4228 | 1.4228 | 0.0000 | NA |
| Panel 3: $\lambda=2 ; v=5 \& 10$ |  |  |  |  |  |  |  |  |
|  | LST[5] | SEST | ABS(DIF) | \%ABS(DIF) | LST[10] | SEST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.8618 | 0.8488 | 0.0130 | 1.5040 | 0.7787 | 0.7734 | 0.0053 | 0.6780 |
| vr0 | 0.9240 | 0.9462 | 0.0222 | 2.3996 | 0.6437 | 0.6519 | 0.0082 | 1.2730 |
| vl0 | 0.9612 | 0.9727 | 0.0115 | 1.1927 | 0.8023 | 0.8074 | 0.0051 | 0.6345 |
| sk0 | 1.6774 | 1.6476 | 0.0298 | 1.7768 | 0.4631 | 0.4556 | 0.0074 | 1.6076 |
| ku0 | 14.5489 | 14.7965 | 0.2477 | 1.7023 | 2.0983 | 2.1432 | 0.0449 | 2.1406 |
| Panel 4: $\lambda=2 ; v=500$ \& $\infty$ |  |  |  |  |  |  |  |  |
|  | LST[500] | SEST | ABS(DIF) | \%ABS(DIF) | LST $[\infty]$ | SEST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.7148 | 0.7147 | 0.0001 | 0.0120 | 0.7136 | 0.7136 | 0.0000 | NA |
| vr0 | 0.4931 | 0.4932 | 0.0001 | 0.0249 | 0.4907 | 0.4907 | 0.0000 | NA |
| v10 | 0.7022 | 0.7023 | 0.0001 | 0.0125 | 0.7005 | 0.7005 | 0.0000 | NA |
| sk0 | 0.1594 | 0.1593 | 0.0001 | 0.0572 | 0.1560 | 0.1560 | 0.0000 | NA |
| ku0 | 0.8079 | 0.8084 | 0.0004 | 0.0530 | 0.7958 | 0.7958 | 0.0000 | NA |

In each panel, the row 1 shows values of the mean. Rows 2 to 5 show, respectively, variance, standard deviation, skewness and kurtosis. The column LST has results for the LST distribution and SST for the standardized skew-t. ABS(DIF) is absolute difference and \%ABS(DIF) the corresponding percentage. In each panel, the degrees of
freedom are indicated for the sets of four columns in [] after LST. Table entries are computed to 4 decimal places.

Table 2. Comparison of Moments, $\lambda=5$ and 10; $v=5,10,500$ and $\infty$.

| Panel 1: $\lambda=5 ; v=5 \& 10$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LST[5] | SEST | ABS(DIF) | \%ABS(DIF) | LST[10] | SEST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.9314 | 0.9306 | 0.0008 | 0.0827 | 0.8481 | 0.8479 | 0.0003 | 0.0297 |
| vr0 | 0.7992 | 0.8007 | 0.0014 | 0.1795 | 0.5306 | 0.5311 | 0.0004 | 0.0805 |
| v10 | 0.8940 | 0.8948 | 0.0008 | 0.0897 | 0.7285 | 0.7287 | 0.0003 | 0.0402 |
| sk0 | 1.7021 | 1.7012 | 0.0008 | 0.0488 | 0.5089 | 0.5087 | 0.0002 | 0.0452 |
| ku0 | 13.7469 | 13.7572 | 0.0103 | 0.0746 | 1.7157 | 1.7171 | 0.0014 | 0.0831 |
| Panel 2: $\lambda=5 ; v=500$ \& $\infty$ |  |  |  |  |  |  |  |  |
|  | LST[500] | SEST | ABS(DIF) | \%ABS(DIF) | LST[ $\infty$ ] | SEST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.7836 | 0.7836 | 0.0000 | 0.0004 | 0.7824 | 0.7824 | 0.0000 | NA |
| vr0 | 0.3900 | 0.3900 | 0.0000 | 0.0014 | 0.3879 | 0.3879 | 0.0000 | NA |
| v10 | 0.6245 | 0.6245 | 0.0000 | 0.0007 | 0.6228 | 0.6228 | 0.0000 | NA |
| sk0 | 0.2090 | 0.2090 | 0.0000 | 0.0014 | 0.2056 | 0.2056 | 0.0000 | NA |
| ku0 | 0.5676 | 0.5676 | 0.0000 | 0.0021 | 0.5574 | 0.5574 | 0.0000 | NA |

Table 2. Cont.

| Panel 3: $\lambda=10 ; v=5$ \& 10 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LST[5] | SEST | ABS(DIF) | \%ABS(DIF) | LST[10] | SEST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.9835 | 0.9443 | 0.0392 | 3.9888 | 0.8806 | 0.8604 | 0.0202 | 2.2915 |
| vr0 | 0.6993 | 0.7750 | 0.0756 | 10.8152 | 0.4746 | 0.5097 | 0.0351 | 7.4021 |
| vl0 | 0.8363 | 0.8803 | 0.0441 | 5.2688 | 0.6889 | 0.7139 | 0.02500 | 3.6350 |
| sk0 | 1.9239 | 1.7075 | 0.2164 | 11.2495 | 0.5905 | 0.5178 | 0.0726 | 12.3034 |
| ku0 | 12.4364 | 13.6091 | 1.1727 | 9.4297 | 1.3609 | 1.6558 | 0.2949 | 21.671 |
| Panel 4: $\lambda=10 ; v=500 \& \infty$ |  |  |  |  |  |  |  |  |
|  | LST[500] | SEST | ABS(DIF) | \%ABS(DIF) | LST[ $\infty$ ] | SEST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.8001 | 0.7951 | 0.005 | 0.6257 | 0.7939 | 0.7939 | 0.0000 | NA |
| vr0 | 0.3638 | 0.3718 | 0.008 | 2.1951 | 0.3697 | 0.3697 | 0.0000 | NA |
| vl0 | 0.6032 | 0.6098 | 0.0066 | 1.0916 | 0.608 | 0.608 | 0.0000 | NA |
| sk0 | 0.2318 | 0.2182 | 0.0136 | 5.8650 | 0.2148 | 0.2148 | 0.0000 | NA |
| ku0 | 0.4872 | 0.5323 | 0.0452 | 9.2735 | 0.5225 | 0.5225 | 0.0000 | NA |

In each panel, the row 1 shows values of the mean. Rows 2 to 5 show, respectively variance, standard deviation, skewness and kurtosis. The column LST has results for the LST distribution and SST for the standardized skew-t. ABS(DIF) is absolute difference and \%ABS(DIF) the corresponding percentage. In each panel, the degrees of freedom are indicated for the sets of four columns in [] after LST. Table entries are computed to 4 decimal places.

Table 3. Critical Values, $\lambda=1$ and $2 ; v=5,10,500$ and $\infty$.

| Panel 1: $\lambda=1 ; v=5 \& 10$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CV[LST][5] | CVal[SST] | ABS(DIF) | \%ABS(DIF) | CV[LST][10] | CVal[SST] | ABS(DIF) | \%ABS(DIF) |
| 1 | -1.400 | -1.736 | 0.336 | 24.000 | -1.344 | -1.512 | 0.168 | 12.500 |
| 2.5 | -1.064 | -1.232 | 0.168 | 15.789 | -1.064 | -1.120 | 0.056 | 5.263 |
| 5 | $-0.784$ | -0.896 | 0.112 | 14.286 | -0.784 | -0.840 | 0.056 | 7.143 |
| 95 | 2.520 | 2.520 | 0.000 | 0.000 | 2.184 | 2.184 | 0.000 | 0.000 |
| 97.5 | 3.136 | 3.080 | 0.056 | 1.786 | 2.576 | 2.576 | 0.000 | 0.000 |
| 99 | 3.976 | 3.976 | 0.000 | 0.000 | 3.136 | 3.136 | 0.000 | 0.000 |
| Panel 2: $\lambda=1 ; v=500 \& \infty$ |  |  |  |  |  |  |  |  |
|  | CV[LST][500] | CV[SST] | ABS(DIF) | \%ABS(DIF) | CV[LST][ $\infty$ ] | CV[SST] | ABS(DIF) | \%ABS(DIF) |
| 1 | -1.288 | -1.288 | 0.000 | 0.000 | -1.288 | -1.288 | 0.000 | NA |
| 2.5 | -1.008 | -1.008 | 0.000 | 0.000 | -1.008 | -1.008 | 0.000 | NA |
| 5 | -0.784 | -0.784 | 0.000 | 0.000 | -0.784 | -0.784 | 0.000 | NA |
| 95 | 1.904 | 1.904 | 0.000 | 0.000 | 1.904 | 1.904 | 0.000 | NA |
| 97.5 | 2.240 | 2.240 | 0.000 | 0.000 | 2.184 | 2.184 | 0.000 | NA |
| 99 | 2.576 | 2.576 | 0.000 | 0.000 | 2.520 | 2.520 | 0.000 | NA |
| Panel 3: $\lambda=2 ; v=5 \& 10$ |  |  |  |  |  |  |  |  |
|  | CV[LST][5] | CV[SST] | ABS(DIF) | \%ABS(DIF) | CV[LST][10] | CV[SST] | ABS(DIF) | \%ABS(DIF) |
| 1 | $-0.784$ | -0.896 | 0.112 | 14.286 | -0.784 | -0.784 | 0.000 | 0.000 |
| 2.5 | $-0.560$ | -0.616 | 0.056 | 10.000 | $-0.560$ | -0.560 | 0.000 | 0.000 |
| 5 | $-0.392$ | -0.392 | 0.000 | 0.000 | -0.392 | -0.392 | 0.000 | 0.000 |
| 95 | 2.520 | 2.520 | 0.000 | 0.000 | 2.184 | 2.184 | 0.000 | 0.000 |
| 97.5 | 3.136 | 3.136 | 0.000 | 0.000 | 2.632 | 2.632 | 0.000 | 0.000 |
| 99 | 4.032 | 3.976 | 0.056 | 1.389 | 3.136 | 3.136 | 0.000 | 0.000 |

Table 3. Cont.

| Panel 4: $\lambda=2 ; v=500$ \& $\infty$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CV[LST][500] | CV[SST] | ABS(DIF) | \%ABS(DIF) | CV[LST][ $\infty$ ] | CV[SST] | ABS(DIF) | \%ABS(DIF) |
| 1 | -0.728 | -0.728 | 0.000 | 0.000 | -0.728 | -0.728 | 0.000 | NA |
| 2.5 | -0.560 | -0.560 | 0.000 | 0.000 | -0.560 | -0.560 | 0.000 | NA |
| 5 | -0.336 | -0.336 | 0.000 | 0.000 | -0.336 | -0.336 | 0.000 | NA |
| 95 | 1.960 | 1.960 | 0.000 | 0.000 | 1.960 | 1.960 | 0.000 | NA |
| 97.5 | 2.240 | 2.240 | 0.000 | 0.000 | 2.240 | 2.240 | 0.000 | NA |
| 99 | 2.576 | 2.576 | 0.000 | 0.000 | 2.576 | 2.576 | 0.000 | NA |

Critical values are shown for a selection of percentage probabilities ranging from $1 \%$ to $99 \%$. The column CV[LST] has results for the LST distribution and CV[SST] for the standardized skew-t. ABS(DIF) is absolute difference and $\% \mathrm{ABS}$ (DIF) the corresponding percentage. In each panel, the degrees of freedom are indicated for the sets of four columns in [] after CV[LST]. Table entries are computed to 3 decimal places.

Table 4. Critical Values, $\lambda=5$ and $10 ; v=5,10,500$ and $\infty$.
Panel 1: $\lambda=5 ; v=5 \& 10$

|  | CV[LST][5] | CV[SST] | ABS(DIF) | \%ABS(DIF) | CV[LST][10] | CV[SST] | ABS(DIF) | \%ABS(DIF) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.300 | -0.300 | 0.000 | 0.000 | -0.300 | -0.300 | 0.000 | 0.000 |
| 2.5 | -0.200 | -0.200 | 0.000 | 0.000 | -0.200 | -0.200 | 0.000 | 0.000 |
| 5 | -0.100 | -0.100 | 0.000 | 0.000 | -0.100 | -0.100 | 0.000 | 0.000 |
| 95 | 2.500 | 2.500 | 0.000 | 0.000 | 2.200 | 2.200 | 0.000 | 0.000 |
| 97.5 | 3.100 | 3.100 | 0.000 | 0.000 | 2.600 | 2.600 | 0.000 | 0.000 |
| 99 | 4.000 | 4.000 | 0.000 | 0.000 | 3.100 | 3.100 | 0.000 | 0.000 |
| Panel 2: $\lambda=5 ; v=500$ \& $\infty$ |  |  |  |  |  |  |  |  |
|  | CV[LST][500] | CV[SST] | ABS(DIF) | \%ABS(DIF) | CV[LST][ $\infty$ ] | CV[SST] | ABS(DIF) | \%ABS(DIF) |
| 1 | -0.300 | -0.300 | 0.000 | 0.000 | -0.300 | -0.300 | 0.000 | NA |
| 2.5 | -0.200 | -0.200 | 0.000 | 0.000 | -0.200 | -0.200 | 0.000 | NA |
| 5 | -0.100 | -0.100 | 0.000 | 0.000 | -0.100 | -0.100 | 0.000 | NA |
| 95 | 1.900 | 1.900 | 0.000 | 0.000 | 1.900 | 1.900 | 0.000 | NA |
| 97.5 | 2.200 | 2.200 | 0.000 | 0.000 | 2.200 | 2.200 | 0.000 | NA |
| 99 | 2.500 | 2.500 | 0.000 | 0.000 | 2.500 | 2.500 | 0.000 | NA |
| Panel 3: $\lambda=10 ; v=5$ \& 10 |  |  |  |  |  |  |  |  |
|  | CV[LST][5] | CV[SST] | ABS(DIF) | \%ABS(DIF) | CV[LST][10] | CV[SST] | ABS(DIF) | \%ABS(DIF) |
| 1 | -0.183 | -0.183 | 0.000 | 0.000 | -0.183 | -0.183 | 0.000 | 0.000 |
| 2.5 | -0.183 | -0.183 | 0.000 | 0.000 | -0.183 | -0.183 | 0.000 | 0.000 |
| 5 | 0.000 | 0.000 | 0.000 | NA | 0.000 | 0.000 | 0.000 | NaN |
| 95 | 2.567 | 2.567 | 0.000 | 0.000 | 2.200 | 2.200 | 0.000 | 0.000 |
| 97.5 | 3.117 | 3.117 | 0.000 | 0.000 | 2.567 | 2.567 | 0.000 | 0.000 |
| 99 | 4.033 | 4.033 | 0.000 | 0.000 | 3.117 | 3.117 | 0.000 | 0.000 |

Panel 4: $\lambda=10 ; v=500 \& \infty$

|  | CV[LST][500] | CV[SST] | ABS(DIF) | $\% A B S(D I F)$ | CV[LST][ $\infty]$ | CV[SST] | ABS(DIF) | $\%$ \%BS(DIF) |
| :--- | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | -0.183 | -0.183 | 0.000 | 0.000 | -0.183 | -0.183 | 0.000 | NA |
| 2.5 | -0.183 | -0.183 | 0.000 | 0.000 | -0.183 | -0.183 | 0.000 | NA |
| 5 | 0.000 | 0.000 | 0.000 | NA | 0.000 | 0.000 | NA |  |
| 95 | 1.833 | 1.833 | 0.000 | 0.000 | 1.833 | 1.833 | 0.000 |  |
| 97.5 | 2.200 | 2.200 | 0.000 | 0.000 | 2.200 | 2.200 | 0.000 | NA |
| 99 | 2.567 | 2.567 | 0.000 | 0.000 | 2.567 | 2.567 | 0.000 |  |

Critical values are shown for a selection of percentage probabilities ranging from $1 \%$ to $99 \%$. The column CV[LST] has results for the LST distribution and CV[SST] for the standardized skew-t. ABS(DIF) is absolute difference and $\% \mathrm{ABS}(\mathrm{DIF})$ the corresponding percentage. In each panel, the degrees of freedom are indicated for the sets of four columns in [] after CV[LST]. Table entries are computed to 3 decimal places.

## 4. Extended Version of the Linear Skew-t

In standardized form, the extended skew-t distribution, SEST henceforth, has the density function

$$
\begin{equation*}
f(x)=t_{v}(x) T_{v+1}\left\{\sqrt{(v+1) /\left(v+x^{2}\right)}\left(\tau \sqrt{1+\lambda^{2}}+\lambda x\right)\right\} / T_{v}(\tau) \tag{18}
\end{equation*}
$$

The hidden truncation model corresponding to that in Section 3 has a normal distribution with conditional mean equal to

$$
\left(\tau \sqrt{1+\lambda^{2}}+\lambda x\right) \sqrt{\left(1+x^{2} / \nu\right)}
$$

and other assumptions unchanged. The linear extended skew-t distribution, LEST henceforth, corresponding to Equation (11), has the density function

$$
\begin{equation*}
f(x)=K t_{v}(x) T_{v+1}\left\{\sqrt{(v+1) / v}\left(\tau \sqrt{1+\lambda^{2}}+\lambda x\right)\right\} \tag{19}
\end{equation*}
$$

with the normalizing constant $K$ given by

$$
\begin{equation*}
K^{-1}=\int_{-\infty}^{\infty} t_{v}(x) T_{v+1}\left\{\sqrt{(v+1) / v}\left(\tau \sqrt{1+\lambda^{2}}+\lambda x\right)\right\} d x=\Omega_{v}(\tau, \lambda) \tag{20}
\end{equation*}
$$

Equation (20) may be evaluated numerically. Note that $\Omega_{v}(0, \lambda)=0.5$ and also that

$$
\lim _{v \rightarrow \infty} \Omega_{v}(\tau, \lambda)=\Phi(\tau)
$$

For fixed values of $v$ and $\tau$, as $\lambda \rightarrow \pm \infty$, the limiting forms of the distributions at Equations (18) and (19) are truncated t .

Proposition 2. For fixed values of $v$ and $\tau$, in Equations (18) and (19), the limiting form of the argument of the skewing function $T_{v+1}($.$) are, respectively,$

$$
\sqrt{(v+1) /\left(v+x^{2}\right)} \lambda(x+\tau) ; \sqrt{(v+1) / v} \lambda(x+\tau) .
$$

These take values $\infty, 0$ and $-\infty$ for $x+\tau$ greater than, equal to or less than 0 , respectively. For both distributions and $\lambda>0$, the limiting distribution is the truncated $t$ with density function

$$
f(x)=t_{v}(x) / T_{v}(\tau) ; x \geq-\tau
$$

There is a similar result for the case $\lambda \rightarrow-\infty$.
For $\lambda=0$, the extended skew-t has the symmetric distribution reported in $[9,10]$. For the linear extended skew-t it is Student's $t$.

Examples of the normalizing constant $\Omega$ are shown in Table 5 for $\lambda=1,2,5$ and 10 and a range of values of $v$ and $\tau$. Note that for negative values of $\tau$ with large magnitude, the computations reported in the table use Lemma 4 reported in [48], a result originally due to [49]. Examples of the SEST and LEST density functions for $v=5$ and $\lambda=1$ are shown in Figure 3. In the left-hand panel, $\tau$ takes values equal to -1 and -5 . For $\tau=-1$, both density functions are unimodal and visually similar. For $\tau=-5$, the two density functions differ markedly in appearance, and the LEST density function is bimodal. The right-hand panel shows LEST density functions for $\tau=-1,-2.5,-5$ and -10 . As $|\tau|$ increases, the bimodality becomes more pronounced. Figure 4 shows the corresponding density functions for $\lambda=10$. There is no sign of bimodality. The density functions are not truncated as such, but the figure illustrates the sharp fall in density values, even for $v=5$. Figures 5 and 6 show examples of the density functions for positive values of $\tau$. All the ones shown
are unimodal, with little or no visual differences in the density functions apparent with increasing $\tau$. The bimodality that occurs for some values of the LEST model parameters suggests that this family of distributions may be of use for applications in which the hazard rate is not monotonic. Health and employment turnover are but two examples of the presence of bimodality; see for example [50,51]. Examples of the hazard rate are shown in Figure 7.


In the left hand panel, the density functions in blue and orange are the standardized skew- t and linear skew- t respectively with $\tau=-1$. For the grey and yellow density functions $\tau=-5$. The right hand panel shows LST density functions for $\tau=-1,-2.5,-5$ and -10 .

Figure 3. Standardized extended skew-t and extended linear skew-t density functions; $\lambda=1, v=5$, $\tau<0$.


In the left hand panel, the density functions in blue and orange are the standardized skew- t and linear skew-t respectively with $\tau=-1$. For the grey and yellow density functions $\tau=-5$. The right hand panel shows LST density functions for $\tau=-1,-2.5,-5$ and -10 .

Figure 4. Standardized extended skew-t and extended linear skew-t density functions; $\lambda=10, v=5$, $\tau<0$.

Table 5. Normalizing Constant for the Extended LST Distribution, $\lambda=1,2,5$ and 10.

| Panel 1: $\lambda=1$ |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $v=/ \tau=$ | -10 | -5 | -1 | -0.5 | 0 | 0.5 | 1 |
| 5 | 0.0000 | 0.0008 | 0.182 | 0.3217 | 0.5000 | 0.6783 | 0.818 |
| 7 | 0.0000 | 0.0003 | 0.1756 | 0.3182 | 0.5000 | 0.6818 | 0.8244 |
| 10 | 0.0000 | 0.0001 | 0.1706 | 0.3154 | 0.5000 | 0.6846 | 0.8294 |
| 25 | 0.0000 | 0.0000 | 0.1635 | 0.3114 | 0.5000 | 0.6886 | 0.8365 |
| 50 | 0.0000 | 0.0000 | 0.1611 | 0.3100 | 0.5000 | 0.6900 | 0.8389 |
| 100 | 0.0000 | 0.0000 | 0.1599 | 0.3092 | 0.5000 | 0.6908 | 0.8401 |
| 500 | 0.0000 | 0.0000 | 0.1589 | 0.3087 | 0.5000 | 0.6913 | 0.8411 |
| 1000 | 0.0000 | 0.0000 | 0.1588 | 0.3086 | 0.5000 | 0.6914 | 0.8412 |
| 5000 | 0.0000 | 0.0000 | 0.1587 | 0.3086 | 0.5000 | 0.6914 | 1.0000 |
| Inf | 0.0000 | 0.0000 | 0.1587 | 0.3085 | 0.5000 | 0.6915 | 0.8413 |

Panel 2: $\lambda=2$

| $v=/ \tau=$ | -10 | -5 | -1 | -0.5 | 0 | 0.5 | 1 | 5 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 0.0001 | 0.0015 | 0.1844 | 0.3227 | 0.5000 | 0.6773 | 0.8156 | 0.9985 | 0.9999 |
| 7 | 0.0000 | 0.0005 | 0.1774 | 0.3189 | 0.5000 | 0.6811 | 0.8226 | 0.9995 | 1.0000 |
| 10 | 0.0000 | 0.0002 | 0.1719 | 0.3159 | 0.5000 | 0.6841 | 0.8281 | 0.9998 | 1.0000 |
| 25 | 0.0000 | 0.0000 | 0.164 | 0.3115 | 0.5000 | 0.6885 | 0.836 | 1.0000 | 1.0000 |
| 50 | 0.0000 | 0.0000 | 0.1614 | 0.3101 | 0.5000 | 0.6899 | 0.8386 | 1.0000 | 1.0000 |
| 100 | 0.0000 | 0.0000 | 0.1600 | 0.3093 | 0.5000 | 0.6907 | 0.8400 | 1.0000 | 1.0000 |
| 500 | 0.0000 | 0.0000 | 0.1589 | 0.3087 | 0.5000 | 0.6913 | 0.8411 | 1.0000 | 1.0000 |
| 1000 | 0.0000 | 0.0000 | 0.1588 | 0.3086 | 0.5000 | 0.6914 | 0.8412 | 1.0000 | 1.0000 |
| 5000 | 0.0000 | 0.0000 | 0.1587 | 0.3086 | 0.5000 | 0.6914 | 0.8413 | 1.0000 | 1.0000 |
| Inf | 0.0000 | 0.0000 | 0.1587 | 0.3085 | 0.5000 | 0.6915 | 0.8413 | 1.0000 | 1.0000 |
| Panel 3: $\lambda=5$ |  |  |  |  |  |  |  |  |  |
| $v=/ \tau=$ | -10 | -5 | -1 | -0.5 | 0 | 0.5 | 1 | 5 | 10 |
| 5 | 0.0001 | 0.0019 | 0.1825 | 0.3203 | 0.5000 | 0.6797 | 0.8175 | 0.9981 | 0.9999 |
| 7 | 0.0000 | 0.0007 | 0.176 | 0.317 | 0.5000 | 0.683 | 0.824 | 0.9993 | 1.0000 |
| 10 | 0.0000 | 0.0002 | 0.1709 | 0.3145 | 0.5000 | 0.6855 | 0.8291 | 0.9998 | 1.0000 |
| 25 | 0.0000 | 0.0000 | 0.1636 | 0.3109 | 0.5000 | 0.6891 | 0.8364 | 1.0000 | 1.0000 |
| 50 | 0.0000 | 0.0000 | 0.1611 | 0.3097 | 0.5000 | 0.6903 | 0.8389 | 1.0000 | 1.0000 |
| 100 | 0.0000 | 0.0000 | 0.1599 | 0.3091 | 0.5000 | 0.6909 | 0.8401 | 1.0000 | 1.0000 |
| 500 | 0.0000 | 0.0000 | 0.1589 | 0.3087 | 0.5000 | 0.6913 | 0.8411 | 1.0000 | 1.0000 |
| 1000 | 0.0000 | 0.0000 | 0.1588 | 0.3086 | 0.5000 | 0.6914 | 0.8412 | 1.0000 | 1.0000 |
| 5000 | 0.0000 | 0.0000 | 0.1587 | 0.3085 | 0.5000 | 0.6915 | 0.8413 | 1.0000 | 1.0000 |
| Inf | 0.0000 | 0.0000 | 0.1587 | 0.3085 | 0.5000 | 0.6915 | 0.8413 | 1.0000 | 1.0000 |

Panel 4: $\lambda=10$,

| $v=/ \tau=$ | -10 | -5 | -1 | -0.5 | 0 | 0.5 | 1 | 5 | 10 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 5 | 0.0001 | 0.0020 | 0.1818 | 0.3199 | 0.5000 | 0.6801 | 0.8182 | 0.9980 | 0.9999 |
| 7 | 0.0000 | 0.0008 | 0.1754 | 0.3167 | 0.5000 | 0.6833 | 0.8246 | 0.9992 | 1.0000 |
| 10 | 0.0000 | 0.0003 | 0.1705 | 0.3143 | 0.5000 | 0.6857 | 0.8295 | 0.9997 | 1.0000 |
| 25 | 0.0000 | 0.0000 | 0.1635 | 0.3109 | 0.5000 | 0.6891 | 0.8365 | 1.0000 | 1.0000 |
| 50 | 0.0000 | 0.0000 | 0.1611 | 0.3098 | 0.5000 | 0.6902 | 0.8389 | 1.0000 | 1.0000 |
| 100 | 0.0000 | 0.0000 | 0.1599 | 0.3092 | 0.5000 | 0.6908 | 0.8401 | 1.0000 | 1.0000 |
| 500 | 0.0000 | 0.0000 | 0.1589 | 0.3087 | 0.5000 | 0.6913 | 0.8411 | 1.0000 | 1.0000 |
| 1000 | 0.0000 | 0.0000 | 0.1588 | 0.3087 | 0.5000 | 0.6913 | 0.8412 | 1.0000 | 1.0000 |
| 5000 | 0.0000 | 0.0000 | 0.1587 | 0.3086 | 0.5000 | 0.6914 | 0.8413 | 1.0000 | 1.0000 |
| Inf | 0.0000 | 0.0000 | 0.1587 | 0.3085 | 0.5000 | 0.6915 | 0.8413 | 1.0000 | 1.0000 |

The table displays values of the normalizing constants $\Omega_{v}(\tau, \lambda)$, as defined at Equation (20), computed numerically and displayed to 4 decimal places. Note that for negative values of $\tau$ with large magnitude, the computations use
Lemma 4 of [48], a result originally due to [49].


In the left hand panel, the density functions are for the SEST and LST distributions with $\tau=0.5$ (blue and orange) and $\tau=5.0$ (yellow and grey). The right hand panel shows a similar comparative for $\tau=5.0$ and 10.00 .

Figure 5. Standardized extended skew-t and extended linear skew-t density functions; $\lambda=1, v=5$, $\tau>0$.


In the left hand panel, the density functions are for the SEST and LST distributions with $\tau=0.5$ (blue and orange) and $\tau=5.0$ (yellow and grey). The right hand panel shows a similar comparative for $\tau=5.0$ and 10.00.

Figure 6. Standardized extended skew-t and extended linear skew-t density functions; $\lambda=10, v=5$, $\tau>0$.


In the left hand panel, the hazard rates in blue and orange are the standardized skew- t and linear skew- t respectively with $\tau=-1$. For the grey and yellow density functions $\tau=-5$. The shape parameter $\lambda=-1$. In the right hand panel $\lambda=10$.

Figure 7. Hazard rates for the standardized extended skew-t and extended linear skew-t density functions; $\lambda=1,10, v=5, \tau<0$.

Moments and Critical Values of the Extended Skew-t and Linear Skew-t Distributions
For the extended version of the LST distribution at Equation (18), and for $n<v$, the expression corresponding to that at Equation (14) is

$$
\begin{equation*}
E\left(X^{n}\right)=\frac{(n-1) v}{(v-n)} E\left(X^{n-2}\right)+\frac{\lambda \sqrt{v(v+1)}}{(v-n) \Omega_{v}(\tau, \lambda)} R_{n}(v, \tau), \tag{21}
\end{equation*}
$$

with

$$
\begin{equation*}
R_{n}(v, \tau)=\int_{-\infty}^{\infty} x^{n-1}\left(1+x^{2} / v\right) t_{v}(x) t_{v+1}\left\{\sqrt{(v+1) / v}\left(\tau \sqrt{1+\lambda^{2}}+\lambda x\right)\right\} d x \tag{22}
\end{equation*}
$$

which applies for both odd and even values of $n$.
Moments of the SEST and LEST distributions are shown in Table 6 for $\lambda=1,2, v=5$ and a range of values of $\tau$. Table 7 shows the corresponding results for $\lambda=5$ and 10 . Given the distributions shown in Figures 3 and 4, the differences between the moments of the SEST and LEST distributions for negative values of $\tau$ are not surprising. Tables 8 and 9 show the corresponding critical values. In Table 8, there are differences in the critical values of the two distributions at all given levels of probability. As implied by the result of Proposition 2, differences in the critical values decrease with increasing $\lambda$.

Table 6. Moments of the Extended Distributions, $\lambda=1$ and 2; $v=5$.

| Panel 1: $\lambda=1,: \tau=-10$ |  | $\&$ | -5 |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | LST[-10] | SST | ABS(DIF) | $\%$ ABS(DIF) | LST[-5] | SST | ABS(DIF) |
| m1 | 14.8937 | 8.9014 | 5.9924 | 40.2341 | 6.1414 | 4.5412 | 1.6002 |
| vr0 | 51.1017 | 27.3357 | 23.7659 | 46.5072 | 13.6916 | 7.8034 | 5.8882 |
| vl0 | 7.1485 | 5.2284 | 1.9202 | 26.8612 | 3.7002 | 2.7934 | 0.9068 |
| sk0 | 125.9908 | 178.0972 | 52.1065 | 41.3574 | 34.8337 | 27.0983 | 7.7354 |
| ku0 | $36,857.723$ | $12,883.4212$ | $23,974.3018$ | 65.0455 | 2010.3959 | 1031.9234 | 978.4726 |

Table 6. Cont.

| Panel 2: $\lambda=1,: \tau=-1$ \& 1 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LST[-1] | SST | ABS(DIF) | \%ABS(DIF) | LST[1] | SST | ABS(DIF) | \%ABS(DIF) |
| m1 | 1.3716 | 1.2830 | 0.0886 | 6.4620 | 0.3052 | 0.2847 | 0.0205 | 6.7223 |
| vr0 | 1.4676 | 1.5326 | 0.0650 | 4.4294 | 1.1991 | 1.2501 | 0.0509 | 4.2477 |
| vl0 | 1.2114 | 1.2380 | 0.0265 | 2.1907 | 1.095 | 1.1181 | 0.023 | 2.1018 |
| sk0 | 2.6118 | 2.2531 | 0.3587 | 13.7332 | 1.3728 | 1.1869 | 0.1860 | 13.5455 |
| ku0 | 31.2946 | 33.6938 | 2.3993 | 7.6667 | 13.5811 | 14.5782 | 0.9971 | 7.3422 |
| Panel 3: $\lambda=1,: \tau=5 \& 10$ |  |  |  |  |  |  |  |  |
|  | LST[5] | SST | ABS(DIF) | \%ABS(DIF) | LST[10] | SST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.0052 | 0.0093 | 0.0042 | 80.9756 | 0.0003 | 0.0008 | 0.0005 | 150.7225 |
| vr0 | 1.6248 | 1.6115 | 0.0133 | 0.8183 | 1.6611 | 1.6577 | 0.0034 | 0.2071 |
| vl0 | 1.2747 | 1.2695 | 0.0052 | 0.4100 | 1.2889 | 1.2875 | 0.0013 | 0.1036 |
| sk0 | 0.4107 | 0.4218 | 0.0111 | 2.7003 | 0.1149 | 0.1341 | 0.0192 | 16.7355 |
| ku0 | 18.8049 | 19.0398 | 0.2349 | 1.2491 | 21.7079 | 21.7108 | 0.003 | 0.0136 |
| Panel 4: $\lambda=2,: \tau=-10 \&-5$ |  |  |  |  |  |  |  |  |
|  | LST[-10] | SST | ABS(DIF) | \%ABS(DIF) | LST[-5] | SST | ABS(DIF) | \%ABS(DIF) |
| m1 | 13.8236 | 11.2595 | 2.5641 | 18.5488 | 6.7212 | 5.7442 | 0.9769 | 14.5353 |
| vr0 | 14.5113 | 17.5603 | 3.0490 | 21.0113 | 4.5866 | 5.0631 | 0.4765 | 10.3892 |
| vl0 | 3.8094 | 4.1905 | 0.3811 | 10.0051 | 2.1416 | 2.2501 | 0.1085 | 5.0662 |
| sk0 | 220.6985 | 180.6380 | 40.0604 | 18.1516 | 30.4086 | 27.6544 | 2.7542 | 9.0573 |
| ku0 | 13,283.5945 | 10,006.6466 | 3276.9479 | 24.6691 | 974.6452 | 804.9936 | 169.6516 | 17.4065 |
| Panel 5: $\lambda=2,: \tau=-1$ \& 1 |  |  |  |  |  |  |  |  |
|  | LST[-1] | SST | ABS(DIF) | \%ABS(DIF) | LST[1] | SST | ABS(DIF) | \%ABS(DIF) |
| m1 | 1.6432 | 1.6229 | 0.0203 | 1.2381 | 0.3716 | 0.3601 | 0.0115 | 3.0961 |
| vr0 | 1.0585 | 1.0893 | 0.0307 | 2.9026 | 1.0554 | 1.0806 | 0.0252 | 2.3924 |
| vl0 | 1.0289 | 1.0437 | 0.0148 | 1.4409 | 1.0273 | 1.0395 | 0.0122 | 1.1891 |
| sk0 | 2.410 | 2.4318 | 0.0218 | 0.9058 | 1.5007 | 1.4508 | 0.0500 | 3.3304 |
| ku0 | 26.5133 | 27.3041 | 0.7908 | 2.9828 | 12.4229 | 12.6788 | 0.256 | 2.0605 |
| Panel 6: $\lambda=2,: \tau=5$ \& 10 |  |  |  |  |  |  |  |  |
|  | LST[5] | SST | ABS(DIF) | \%ABS(DIF) | LST[10] | SST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.0098 | 0.0118 | 0.002 | 20.7145 | 0.0007 | 0.001 | 0.0002 | 33.8465 |
| vr0 | 1.5965 | 1.5917 | 0.0049 | 0.3045 | 1.6561 | 1.6545 | 0.0016 | 0.0959 |
| vl0 | 1.2635 | 1.2616 | 0.0019 | 0.1524 | 1.2869 | 1.2863 | 0.0006 | 0.0479 |
| sk0 | 0.5742 | 0.5697 | 0.0044 | 0.7746 | 0.1766 | 0.1834 | 0.0068 | 3.829 |
| ku0 | 17.622 | 17.7602 | 0.1382 | 0.7842 | 20.9100 | 20.9350 | 0.0249 | 0.1193 |
| kp4 | 9.9752 | 10.1599 | 0.1847 | 1.8516 | 12.6824 | 12.7231 | 0.0407 | 0.321 |

In each panel, the rows 1 to 5 show, respectively, mean, variance, standard deviation, skewness and kurtosis. The column LST has results for the LEST distribution and SST for the SEST. ABS(DIF) is absolute difference and $\% \mathrm{ABS}$ (DIF) the corresponding percentage. In each panel, the values of $\tau$ are indicated for the sets of four columns in [] after LST. Table entries are computed to 4 decimal places.

Table 7. Moments of the Extended Distributions, $\lambda=5$ and 10; $v=5$.

| Panel 1: $\lambda=5,: \tau=-10$ |  |  |  |  |  |  |  | $\&$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | LST[-10] | SST | ABS(DIF) | \%ABS(DIF) | LST[-5] | SST | ABS(DIF) | \%ABS(DIF) |
| m1 | 12.8045 | 12.344 | 0.4605 | 3.5965 | 6.4895 | 6.2975 | 0.1919 | 2.9571 |
| vr0 | 11.4965 | 12.2966 | 0.8001 | 6.9598 | 3.3817 | 3.5876 | 0.2059 | 6.0888 |
| v10 | 3.3906 | 3.5067 | 0.1160 | 3.4214 | 1.8389 | 1.8941 | 0.0552 | 2.9994 |
| sk0 | 177.8159 | 171.6859 | 6.1301 | 3.4474 | 27.0068 | 26.4087 | 0.5981 | 2.2146 |
| ku0 | 9433.269 | 8980.1021 | 453.167 | 4.8039 | 747.4836 | 723.8861 | 23.5975 | 3.1569 |
| kp4 | 9036.7629 | 8526.4832 | 510.2797 | 5.6467 | 713.1762 | 685.2737 | 27.9025 | 3.9124 |

Table 7. Cont.

| Panel 2: $\lambda=5,: \tau=-1$ \& 1 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LST[-1] | SST | ABS(DIF) | \%ABS(DIF) | LST[1] | SST | ABS(DIF) | \%ABS(DIF) |
| m1 | 1.7808 | 1.7792 | 0.0016 | 0.0877 | 0.3976 | 0.3948 | 0.0028 | 0.7105 |
| vr0 | 0.8423 | 0.8505 | 0.0082 | 0.9794 | 0.9845 | 0.9894 | 0.0049 | 0.4985 |
| vl0 | 0.9178 | 0.9223 | 0.0045 | 0.4885 | 0.9922 | 0.9947 | 0.0025 | 0.249 |
| sk0 | 2.4089 | 2.4192 | 0.0103 | 0.4278 | 1.5664 | 1.5607 | 0.0057 | 0.3655 |
| ku0 | 24.8423 | 24.9929 | 0.1506 | 0.6062 | 11.9289 | 11.9578 | 0.029 | 0.2429 |
| kp4 | 22.7139 | 22.8226 | 0.1087 | 0.4786 | 9.0211 | 9.0210 | 0.0001 | 0.001 |
| Panel 3: $\lambda=5,: \tau=5$ \& 10 |  |  |  |  |  |  |  |  |
|  | LST[5] | SST | ABS(DIF) | \%ABS(DIF) | LST[10] | SST | ABS(DIF) | \%ABS(DIF) |
| m1 | 0.0125 | 0.0130 | 0.0004 | 3.3412 | 0.001 | 0.0011 | 0.0001 | 5.2119 |
| vr0 | 1.5819 | 1.5810 | 0.0009 | 0.0557 | 1.6531 | 1.6527 | 0.0003 | 0.0195 |
| vl0 | 1.2577 | 1.2574 | 0.0004 | 0.0279 | 1.2857 | 1.2856 | 0.0001 | 0.0097 |
| sk0 | 0.6476 | 0.6459 | 0.0017 | 0.2619 | 0.2080 | 0.2092 | 0.0012 | 0.5656 |
| ku0 | 17.1416 | 17.1692 | 0.0275 | 0.1606 | 20.5576 | 20.5633 | 0.0056 | 0.0274 |
| kp4 | 9.6347 | 9.6706 | 0.0359 | 0.3724 | 12.3599 | 12.3687 | 0.0088 | 0.0715 |

Panel 4: $\lambda=10,: \tau=-10 \&-5$

|  | LST[-10] | SST | ABS(DIF) | \%ABS(DIF) | LST[-5] | SST | ABS(DIF) | \%ABS(DIF) |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| m1 | 12.8173 | 12.5260 | 0.2913 | 2.2729 | 6.2413 | 6.3904 | 0.1490 | 2.3881 |
| vr0 | 9.1591 | 11.3660 | 2.2068 | 24.0945 | 4.4210 | 3.3267 | 1.0943 | 24.7521 |
| v10 | 3.0264 | 3.3713 | 0.3449 | 11.3977 | 2.1026 | 1.8239 | 0.2787 | 13.2544 |
| sk0 | 196.4190 | 169.4892 | 26.9298 | 13.7104 | 19.0378 | 26.0966 | 7.0589 | 37.0782 |
| ku0 | 8596.5835 | 8836.6541 | 240.0706 | 2.7926 | 772.9518 | 712.5379 | 60.4139 | 7.816 |
| kp4 | 8344.9153 | 8449.0992 | 104.1839 | 1.2485 | 714.316 | 679.3369 | 34.9791 | 4.8969 |

Panel 5: $\lambda=10,: \tau=-1 \quad \& 1$

|  | LST[-1] | SST | ABS(DIF) | \%ABS(DIF) | LST[1] | SST | ABS(DIF) | \%ABS(DIF) |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| m1 | 1.7345 | 1.8054 | 0.0710 | 4.0920 | 0.3854 | 0.4006 | 0.0153 | 3.9642 |
| vr0 | 0.9592 | 0.8083 | 0.1508 | 15.7242 | 1.0069 | 0.9733 | 0.0337 | 3.3433 |
| v10 | 0.9794 | 0.8991 | 0.0803 | 8.1981 | 1.0035 | 0.9865 | 0.0169 | 1.6859 |
| sk0 | 1.9458 | 2.4106 | 0.4648 | 23.8870 | 1.4792 | 1.5783 | 0.0991 | 6.7027 |
| ku0 | 26.7714 | 24.6665 | 2.1049 | 7.8626 | 12.5502 | 11.8523 | 0.6978 | 5.5604 |
| kp4 | 24.0114 | 22.7062 | 1.3052 | 5.4357 | 9.5084 | 9.0105 | 0.4978 | 5.2359 |
| ssk0 | 2.0714 | 3.3168 | 1.2455 | 60.1295 | 1.4639 | 1.6438 | 0.1799 | 12.2865 |
| sku0 | 29.0998 | 37.7502 | 8.6505 | 29.7270 | 12.3777 | 12.5121 | 0.1344 | 1.0858 |

Panel 6: $\lambda=10,: \tau=5 \quad \& 10$

|  | LST[5] | SST | ABS(DIF) | \%ABS(DIF) | LST[10] | SST | ABS(DIF) | \%ABS(DIF) |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| m1 | 0.0126 | 0.0131 | 0.0005 | 4.1122 | 0.0011 | 0.0011 | 0.0000 | 0.1365 |
| vr0 | 1.5822 | 1.5791 | 0.0031 | 0.1931 | 1.6523 | 1.6524 | 0.0001 | 0.0078 |
| vl0 | 1.2578 | 1.2566 | 0.0012 | 0.0966 | 1.2854 | 1.2855 | 0.0000 | 0.0039 |
| sk0 | 0.6377 | 0.6593 | 0.0215 | 3.3754 | 0.2167 | 0.2137 | 0.0030 | 1.3992 |
| ku0 | 17.3333 | 17.0718 | 0.2615 | 1.5088 | 20.4267 | 20.5009 | 0.0742 | 0.3633 |
| kp4 | 9.8237 | 9.5912 | 0.2325 | 2.3672 | 12.2365 | 12.3094 | 0.0729 | 0.5961 |
| ssk0 | 0.3205 | 0.3322 | 0.0118 | 3.6756 | 0.1020 | 0.1006 | 0.0014 | 1.4107 |
| sku0 | 6.9245 | 6.8464 | 0.0781 | 1.1273 | 7.4821 | 7.5081 | 0.0260 | 0.3478 |

In each panel, the rows 1 to 5 show, respectively, mean, variance, standard deviation, skewness and kurtosis. The column LST has results for the LEST distribution and SST for the SEST. ABS(DIF) is absolute difference and $\% \mathrm{ABS}$ (DIF) the corresponding percentage. In each panel, the values of $\tau$ are indicated for the sets of four columns in [] after LST. Table entries are computed to 4 decimal places.

Table 8. Critical Values of the Extended Distributions, $\lambda=1$ and 2; $v=5$.

| Panel 1: $\lambda=1,: \tau=-10$ \& -5 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \%Pr | LST[-10] | SST | ABS(DIF) | \%ABS(DIF) | LST[-5] | SST | ABS(DIF) | \%ABS(DIF) |
| 1 | -1.064 | -2.688 | 1.624 | 152.6316 | -0.896 | -1.624 | 0.728 | 81.250 |
| 2.5 | -0.448 | -0.168 | 0.280 | 62.500 | -0.392 | -0.336 | 0.056 | 14.286 |
| 5 | 0.168 | 1.624 | 1.456 | 866.667 | 0.112 | 0.616 | 0.504 | 450.000 |
| 95 | 24.640 | 17.472 | 7.168 | 29.091 | 11.536 | 9.128 | 2.408 | 20.874 |
| 97.5 | 28.336 | 20.384 | 7.952 | 28.063 | 13.328 | 10.696 | 2.632 | 19.748 |
| 99 | 34.048 | 24.864 | 9.184 | 26.974 | 16.072 | 13.048 | 3.024 | 18.815S |
| Panel 2: $\lambda=1,: \tau=-1 \quad \& \quad 1$ |  |  |  |  |  |  |  |  |
| \%Pr | LST[-1] | SST | ABS(DIF) | \%ABS(DIF) | LST[1] | SST | ABS(DIF) | \%ABS(DIF) |
| 1 | -1.008 | -1.400 | 0.392 | 38.889 | -1.960 | -2.184 | 0.224 | 11.429 |
| 2.5 | -0.616 | -0.840 | 0.224 | 36.364 | -1.568 | -1.736 | 0.168 | 10.714 |
| 5 | -0.336 | -0.448 | 0.112 | 33.333 | -1.288 | -1.344 | 0.056 | 4.348 |
| 95 | 3.416 | 3.304 | 0.112 | 3.279 | 2.128 | 2.128 | 0.000 | 0.000 |
| 97.5 | 4.088 | 4.032 | 0.056 | 1.370 | 2.688 | 2.688 | 0.000 | 0.000 |
| 99 | 5.096 | 5.040 | 0.056 | 1.099 | 3.528 | 3.528 | 0.000 | 0.000 |

Panel 3: $\lambda=1,: \tau=5 \& 10$

| $\% \operatorname{Pr}$ | LST[5] | SST | ABS(DIF) | \%ABS(DIF) | LST[10] | SST | ABS(DIF) | \%ABS(DIF) |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | -3.360 | -3.248 | 0.112 | 3.333 | -3.416 | -3.360 | 0.056 | 1.639 |
| 2.5 | -2.576 | -2.520 | 0.056 | 2.174 | -2.576 | -2.576 | 0.000 | 0.000 |
| 5 | -2.016 | -2.016 | 0.000 | 0.000 | -2.016 | -2.016 | 0.000 | 0.000 |
| 95 | 2.016 | 2.016 | 0.000 | 0.000 | 1.960 | 1.960 | 0.000 | 0.000 |
| 97.5 | 2.520 | 2.520 | 0.000 | 0.000 | 2.520 | 2.520 | 0.000 | 0.000 |
| 99 | 3.360 | 3.360 | 0.000 | 0.000 | 3.360 | 3.360 | 0.000 | 0.000 |

Panel 4: $\lambda=2,: \tau=-10 \&-5$

| $\% \operatorname{Pr}$ | LST[-10] | SST | ABS(DIF) | \%ABS(DIF) | LST[-5] | SST | ABS(DIF) | \%ABS(DIF) |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 9.800 | 3.584 | 6.216 | 63.429 | 2.072 | 1.624 | 0.448 | 21.622 |
| 2.5 | 10.416 | 5.096 | 5.320 | 51.075 | 3.808 | 2.408 | 1.400 | 36.765 |
| 5 | 10.752 | 6.104 | 4.648 | 43.229 | 4.536 | 2.968 | 1.568 | 34.568 |
| 95 | 20.384 | 18.312 | 2.072 | 10.165 | 10.304 | 9.520 | 0.784 | 7.609 |
| 97.5 | 23.464 | 21.168 | 2.296 | 9.785 | 11.928 | 11.032 | 0.896 | 7.512 |
| 99 | 28.224 | 25.480 | 2.744 | 9.722 | 14.392 | 13.384 | 1.008 | 7.004 |


| Panel 5: $\lambda=2,: \tau=-1$ |  | $\&$ | 1 |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\%$ Pr | LST[-1] | SST | ABS(DIF) | \%ABS(DIF) | LST[1] | SST | ABS(DIF) | \%ABS(DIF) |
| 1 | -0.168 | -0.280 | 0.112 | 66.667 | -1.456 | -1.624 | 0.168 | 11.539 |
| 2.5 | 0.112 | 0.056 | 0.056 | 50.000 | -1.232 | -1.288 | 0.056 | 4.546 |
| 5 | 0.336 | 0.336 | 0.000 | 0.000 | -1.008 | -1.064 | 0.056 | 5.556 |
| 95 | 3.416 | 3.416 | 0.000 | 0.000 | 2.128 | 2.128 | 0.000 | 0.000 |
| 97.5 | 4.088 | 4.088 | 0.000 | 0.000 | 2.688 | 2.688 | 0.000 | 0.000 |
| 99 | 5.096 | 5.096 | 0.000 | 0.000 | 3.528 | 3.528 | 0.000 | 0.000 |

Panel 6: $\lambda=2,: \tau=5 \& 10$

| \%Pr | LST[5] | SST | ABS(DIF) | \%ABS(DIF) | LST[10] | SST | ABS(DIF) | \%ABS(DIF) |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | -3.248 | -3.248 | 0.000 | 0.000 | -3.416 | -3.36 | 0.056 | 1.639 |
| 2.5 | -2.576 | -2.52 | 0.056 | 2.174 | -2.576 | -2.576 | 0.000 | 0.000 |
| 5 | -2.016 | -2.016 | 0.000 | 0.000 | -2.016 | -2.016 | 0.000 | 0.000 |
| 95 | 2.016 | 2.016 | 0.000 | 0.000 | 1.960 | 1.960 | 0.000 | 0.000 |
| 97.5 | 2.520 | 2.520 | 0.000 | 0.000 | 2.520 | 2.520 | 0.000 | 0.000 |
| 99 | 3.360 | 3.360 | 0.000 | 0.000 | 3.360 | 3.360 | 0.000 | 0.000 |

Critical values are shown for a selection of percentage probabilities ranging from $1 \%$ to $99 \%$. The column LST has results for the LEST distribution and SST for the SEST. ABS(DIF) is absolute difference and \%ABS(DIF) the corresponding percentage. Table entries are computed to 3 decimal places.

Table 9. Critical Values of the Extended Distributions, $\lambda=5$ and 10; $v=5$.

| Panel 1: $\lambda=5,: \tau=-10$ \& -5 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \%Pr | LST[-10] | SST | ABS(DIF) | \%ABS(DIF) | LST[-5] | SST | ABS(DIF) | \%ABS(DIF) |
| 1 | 9.900 | 8.000 | 1.900 | 19.192 | 4.700 | 3.900 | 0.800 | 17.021 |
| 2.5 | 10.100 | 8.500 | 1.600 | 15.842 | 4.800 | 4.200 | 0.600 | 12.500 |
| 5 | 10.200 | 9.000 | 1.200 | 11.765 | 5.000 | 4.5000 | 0.500 | 10.000 |
| 95 | 18.800 | 18.400 | 0.400 | 2.128 | 9.700 | 9.600 | 0.100 | 1.031 |
| 97.5 | 21.600 | 21.200 | 0.400 | 1.852 | 11.200 | 11.100 | 0.100 | 0.893 |
| 99 | 26.000 | 25.500 | 0.500 | 1.923 | 13.500 | 13.400 | 0.100 | 0.741 |
| Panel 2: $\lambda=5,: \tau=-1$ \& 1 |  |  |  |  |  |  |  |  |
| \%Pr | LST[-1] | SST | ABS(DIF) | \%ABS(DIF) | LST[1] | SST | ABS(DIF) | \%ABS(DIF) |
| 2.5 | 0.700 | 0.700 | 0.000 | 0.000 | -1.000 | -1.000 | 0.000 | 0.000 |
| 5 | 0.800 | 0.800 | 0.000 | 0.000 | -0.900 | -0.900 | 0.000 | 0.000 |
| 95 | 3.400 | 3.400 | 0.000 | 0.000 | 2.100 | 2.100 | 0.000 | 0.000 |
| 97.5 | 4.100 | 4.100 | 0.000 | 0.000 | 2.700 | 2.700 | 0.000 | 0.000 |
| 99 | 5.100 | 5.100 | 0.000 | 0.000 | 3.500 | 3.500 | 0.000 | 0.000 |
| Panel 3: $\lambda=5,: \tau=5$ \& 10 |  |  |  |  |  |  |  |  |
| \%Pr | LST[5] | SST | ABS(DIF) | \%ABS(DIF) | LST[10] | SST | ABS(DIF) | \%ABS(DIF) |
| 1 | -3.300 | -3.200 | 0.100 | 3.030 | -3.400 | -3.400 | 0.000 | 0.000 |
| 2.5 | -2.600 | -2.600 | 0.000 | 0.000 | -2.600 | -2.600 | 0.000 | 0.000 |
| 5 | -2.000 | -2.000 | 0.000 | 0.000 | -2.100 | -2.100 | 0.000 | 0.000 |
| 95 | 2.000 | 2.000 | 0.000 | 0.000 | 2.000 | 2.000 | 0.000 | 0.000 |
| 97.5 | 2.500 | 2.500 | 0.000 | 0.000 | 2.500 | 2.500 | 0.000 | 0.000 |
| 99 | 3.300 | 3.300 | 0.000 | 0.000 | 3.300 | 3.300 | 0.000 | 0.000 |
| Panel 4: $\lambda=10,: \tau=-10$ \& -5 |  |  |  |  |  |  |  |  |
| \%Pr | LST[-10] | SST | ABS(DIF) | \%ABS(DIF) | LST[-5] | SST | ABS(DIF) | \%ABS(DIF) |
| 1 | 9.900 | 9.167 | 0.733 | 7.407 | 4.767 | 4.583 | 0.183 | 3.846 |
| 2.5 | 9.900 | 9.350 | 0.550 | 5.556 | 4.950 | 4.583 | 0.367 | 7.407 |
| 5 | 10.083 | 9.717 | 0.367 | 3.636 | 4.950 | 4.767 | 0.183 | 3.704 |
| 95 | 18.517 | 18.333 | 0.183 | 0.990 | 9.533 | 9.533 | 0.000 | 0.000 |
| $97.5$ | 21.267 | 21.083 | 0.183 | 0.862 | 11.000 | 11.000 | 0.000 | 0.000 |
| 99 | 25.667 | 25.483 | 0.183 | 0.714 | 13.383 | 13.383 | 0.000 | 0.000 |
| Panel 5: $\lambda=10,: \tau=-1 \quad \& 1$ |  |  |  |  |  |  |  |  |
| \%Pr | LST[-1] | SST | ABS(DIF) | \%ABS(DIF) | LST[1] | SST | ABS(DIF) | \%ABS(DIF) |
| 1 | 0.733 | 0.733 | 0.000 | 0.000 | -1.100 | -1.100 | 0.000 | 0.000 |
| 2.5 | 0.733 | 0.733 | 0.000 | 0.000 | -1.100 | -1.100 | 0.000 | 0.000 |
| 5 | 0.917 | 0.917 | 0.000 | 0.000 | -0.917 | -0.917 | 0.000 | 0.000 |
| 95 | 3.300 | 3.300 | 0.000 | 0.000 | 2.017 | 2.017 | 0.000 | 0.000 |
| 97.5 | 4.033 | 4.033 | 0.000 | 0.000 | 2.567 | 2.567 | 0.000 | 0.000 |
| 99 | 5.133 | 5.133 | 0.000 | 0.000 | 3.483 | 3.483 | 0.000 | 0.000 |
| Panel 6: $\lambda=10,: \tau=5$ \& 10 |  |  |  |  |  |  |  |  |
| \%Pr | LST[5] | SST | ABS(DIF) | \%ABS(DIF) | LST[10] | SST | ABS(DIF) | \%ABS(DIF) |
| 1 | -3.300 | -3.300 | 0.000 | 0.000 | -3.483 | -3.483 | 0.000 | 0.000 |
| 2.5 | -2.567 | -2.567 | 0.000 | 0.000 | -2.750 | -2.750 | 0.000 | 0.000 |
| 5 | -2.017 | -2.017 | 0.000 | 0.000 | -2.200 | -2.200 | 0.000 | 0.000 |
| 95 | 2.017 | 2.017 | 0.000 | 0.000 | 2.017 | 2.017 | 0.000 | 0.000 |
| 97.5 | 2.567 | 2.567 | 0.000 | 0.000 | 2.567 | 2.567 | 0.000 | 0.000 |
| 99 | 3.300 | 3.300 | 0.000 | 0.000 | 3.300 | 3.300 | 0.000 | 0.000 |

Critical values are shown for a selection of percentage probabilities ranging from $1 \%$ to $99 \%$. The column LST has results for the LEST distribution and SST for the SEST. ABS(DIF) is absolute difference and \%ABS(DIF) the corresponding percentage. Table entries are computed to 3 decimal places.

## 5. Multivariate Distributions

The references listed in Section 2 suggest that the emphasis of research has been on univariate developments, even though Lemma 1 of [4] proposes a multivariate construction. Like its skew-t counterpart, the construction of the linear skew-t leads to a multivariate form. The multivariate (and bivariate) version of the LST distribution in this paper follows the original development of the multivariate skew-normal at Equation (23) of [52], with $\Omega$ set to a unit matrix.

There is a similar result to Proposition 1 for the multivariate case that corresponds to Equation (2). As shown below, the integration involved may be simplified to some extent.

Proposition 3. Conditional on $S=s$, let $X \sim N_{n}(\mathbf{0}, I / s)$, and let $Y$ have a normal distribution with expected value $\boldsymbol{\lambda}^{T} \boldsymbol{x} \sqrt{\left(1+\boldsymbol{x}^{T} \boldsymbol{x} / v\right)}$ and variance $1 / s, S \sim \chi_{v}^{2} / v$. The result corresponding to Equation (2) is that the density function of $\boldsymbol{X}$ given that $Y>0$ is

$$
\begin{equation*}
f(x)=2 t_{n, v}(x) T_{v+n}\left\{\sqrt{(v+n) / v} \lambda^{T} x\right\} . \tag{23}
\end{equation*}
$$

The proof also follows by direct verification. The details are omitted.
An extended version of the distribution at Equation (23) corresponding to Equation (19) has the density function

$$
\begin{equation*}
f(\boldsymbol{x})=K_{n} t_{n, v}(\boldsymbol{x}) T_{v+n}\left\{\sqrt{(v+n) / v}\left(\tau \sqrt{1+\boldsymbol{\lambda}^{T} \boldsymbol{\lambda}}+\lambda^{T} \boldsymbol{x}\right)\right\}, \tag{24}
\end{equation*}
$$

with normalizing constant $K_{n}^{-1}$ given by

$$
\int_{-\infty}^{\infty} . . \int_{-\infty}^{\infty} t_{n, v}(x) T_{v+n}\left\{\sqrt{(v+n) / \nu}\left(\tau \sqrt{1+\lambda^{T} \lambda}+\lambda^{T} x\right)\right\} d x=\Omega_{v, n}(\tau, \boldsymbol{\lambda})
$$

This may be reduced to the one-dimensional integral

$$
\begin{equation*}
\Omega_{v, n}(\tau, \lambda)=\int_{-\infty}^{\infty}|\Lambda|^{-1} t_{v}(y /|\Lambda|) T_{v+n}\left\{\sqrt{(v+n) / v}\left(\tau \sqrt{1+\Lambda^{2}}+y\right)\right\} d y \tag{25}
\end{equation*}
$$

with $\Lambda^{2}=\lambda^{T} \lambda$, which may be evaluated numerically. As $v \rightarrow \infty$, however, the limiting distribution is the standardized extended skew-normal with density function

$$
\begin{equation*}
f(x)=\phi(x) \Phi\left\{\tau \sqrt{1+\lambda^{T} \lambda}+\lambda^{T} x\right\} / \Phi(\tau) \tag{26}
\end{equation*}
$$

For certain negative values of $\tau$ and for small degrees of freedom, the bivariate form of the LEST distribution can be bimodal. Figure 8 shows two examples when $v=5$, $\lambda_{1}=\lambda_{2}=1$ and $\tau=-5$ and -10 , respectively. These figures offer further evidence of the more complex shapes that can arise with symmetry-modulated distributions, there being other examples in Figure 1 of [2] and Figure 2 of [11].

### 5.1. Marginal Distributions

Let $\boldsymbol{X}$ be partitioned as $\left(X, \boldsymbol{Y}^{T}\right)$, where $X$ is a scalar and $\boldsymbol{Y}$ an $(n-1)$-vector. Similarly, partition the shape parameter vector as $\lambda^{T}=\left(\lambda_{X}, \lambda_{Y}^{T}\right)$. The density function of marginal distribution of $X$ is given by

$$
\begin{equation*}
f(x)=\int_{-\infty}^{\infty} \ldots \ldots \int_{-\infty}^{\infty} \frac{K_{v, n}}{\left(1+x^{2} / v+\boldsymbol{y}^{T} \boldsymbol{y} / v\right)^{(v+n) / 2}} T_{v+n}(R) d y / \Omega_{v, n}(\tau, \boldsymbol{\lambda}) \tag{27}
\end{equation*}
$$

where

$$
\begin{equation*}
R=\sqrt{(v+n) / \nu}\left(\tau \sqrt{1+\lambda_{X}^{2}+\lambda_{Y}^{T} \lambda_{Y}}+\lambda_{X} x+\lambda_{Y}^{T} y\right) \tag{28}
\end{equation*}
$$

This may be reduced to the one-dimensional integral

$$
\begin{equation*}
f(x)=\int_{-\infty}^{\infty} \frac{K_{V, n}}{\Lambda_{Y}\left\{1+x^{2} / v+z^{2} /\left(v \Lambda_{Y}^{2}\right)\right\}^{(v+n) / 2}} T_{v+n}\left(R_{Z}\right) d z / \Omega_{v, n}(\tau, \lambda), \tag{29}
\end{equation*}
$$

where $\Lambda_{Y}^{2}=\lambda_{Y}^{T} \lambda_{Y}, K_{v, n}$ is the normalizing constant for the multivariate Student distribution with $v$ degrees of freedom and $n$ variables and

$$
\begin{equation*}
R_{Z}=\sqrt{(v+n) / v}\left(\tau \sqrt{1+\lambda_{X}^{2}+\Lambda^{2}}+\lambda_{X} x+z\right) \tag{30}
\end{equation*}
$$

Using integration by parts, for $v>2$, the expected value of $X$ may be written as the two-dimensional integral

$$
\begin{equation*}
E(X)=\lambda_{X} \Xi \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{K_{v, n}}{\left\{1+x^{2} / v+z^{2} /\left(v \Lambda_{Y}^{2}\right)\right\}^{(v+n-2) / 2}} t_{v+n}\left(R_{Z}\right) d z d x \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\Xi=\frac{\sqrt{v(v+n)}}{\Omega_{v, n}(\tau, \lambda) \Lambda_{Y}(v+n-2)} . \tag{32}
\end{equation*}
$$

Similar expressions for $E\left(X^{2}\right)$ and second-order cross-moments, which require a trivariate integral, are omitted. The integrals at Equations (29) and (31) may be computed numerically. In principle, the method of Equation (29) may be used to compute the density function of the marginal distribution of a vector-valued subset of $\boldsymbol{X}$. The expression at Equation (29) suggests that for finite values of the degrees of freedom parameter $v$, the marginal distribution of the scalar variable $X$ may not be linear skew-t. More generally, the LST distribution may not be closed under marginalization. At the time of writing, this remains a conjecture because of the need to use numerical methods to compute the integrals involved. The limiting extended skew-normal distribution is, of course, closed under marginalization.


Bivariate LEST Density functions with $v=5, \lambda_{1}=\lambda_{2}=1$. In the left [right] hand panel $\tau=-10[\tau=-5]$.

Figure 8. Bivariate LEST density functions: $\tau=-10,-5, \lambda_{1,2}=1, v=5$.

Figure 9 shows another example of a bivariate LEST distribution which is also bimodal. In this case, both marginal distributions are bimodal too.


The left hand graph shows the bivariate density with parameters $\tau=-7, v=4, \lambda_{1}=1$ and $\lambda_{2}=0.5$. The right hand graph shows the marginal densities for X and Y , denoted dnx0 and dny0 respectively.

Figure 9. Bivariate density and marginal densities: $\tau=-7, \lambda_{1,2}=1, v=4$.

### 5.2. First- and Second-Order Moments

Examples of the values of first- and second-order moments are shown in Tables 10 and 11. These are all computed from bivariate LEST distributions. The first table reports results for $v=5$ and the second for $v=5000$. Each table has five horizontal panels for values of $\tau$ equal to $-5,-1,0,1$ and 5 , respectively. The columns headed with [C] give results computed directly from the bivariate LEST distributions using numerical integration. The columns headed [ST] and [SN] contain exact results from the standardized bivariate extended skew-t (with the same degrees of freedom) and the extended skew-normal distributions. The abbreviations $(1,1)$ and $(1,2)$ refer to the values of the shape parameters used. In the former, $\lambda_{1}=\lambda_{2}=1$, and in the latter, $\lambda_{1}=1, \lambda_{2}=2$. Computations are displayed to four decimal places.

In Table 10, the computed values of the moments differ depending on the distribution. For the parameters used in the tables, the differences are more marked when $\tau \leq 0$. In Table 11, as implied by the limiting distribution at Equation (26), the moments vary little depending on the distribution. As a further illustration, Tables 12 and 13 show a selection of first- and second-order moments for the same values of $\tau$ as above, with $v=5$ and 5000 and for combinations of different values of the shape parameter $\lambda$. To save space, only values for the LEST distribution are shown. More detailed results are available on request. The results in all four tables in this section provide a demonstration of the lack of closure of the LEST distribution under marginalization.

Table 10. Bivariate Distributions 1st- and 2nd-Order Moments, $v=5 ; \lambda=1,2$.

| Panel 1: $v=5, \tau=-5$ |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $[\mathrm{C}](1,1)$ | $[\mathrm{ST}](1,1)$ | $[\mathrm{SN}](1,1)$ | $[\mathrm{C}](1,2)$ | $[\mathrm{ST}](1,2)$ | $[\mathrm{SN}](1,2)$ |
| $E(X)$ | 4.7529 | 3.7079 | 2.9944 | 2.9882 | 2.6219 | 2.1174 |
| $E(Y)$ | 4.7529 | 3.7079 | 2.9944 | 5.9773 | 5.2438 | 4.2348 |
| $\operatorname{sdev}(X)$ | 3.2474 | 3.0538 | 0.8231 | 3.3885 | 3.2936 | 0.9159 |
| $\operatorname{sdev}(Y)$ | 3.2474 | 3.0538 | 0.8231 | 2.4365 | 2.5062 | 0.5959 |
| $\operatorname{cor}(X, Y)$ | -0.3393 | -0.3265 | -0.4759 | -0.4472 | -0.3689 | -0.5908 |

Table 10. Cont.

| Panel 2: $v=5, \tau=-1$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [C](1,1) | [ST] $(1,1)$ | [SN](1,1) | $[C](1,2)$ | [ST] $(1,2)$ | [SN](1,2) |
| $E(X)$ | 1.0809 | 1.0476 | 0.8805 | 0.7474 | 0.7407 | 0.6226 |
| $E(Y)$ | 1.0809 | 1.0476 | 0.8805 | 1.4949 | 1.4815 | 1.2453 |
| $\operatorname{sdev}(X)$ | 1.3002 | 1.3338 | 0.8562 | 1.4010 | 1.4231 | 0.9309 |
| $\operatorname{sdev}(Y)$ | 1.3002 | 1.3338 | 0.8562 | 1.1179 | 1.1342 | 0.6827 |
| $\operatorname{cor}(\mathrm{X}, \mathrm{Y})$ | -0.2675 | -0.2769 | -0.3642 | -0.3035 | -0.3052 | -0.4201 |
| Panel 3: $v=5, \tau=0$ |  |  |  |  |  |  |
|  | [C] $(1,1)$ | [ST] $(1,1)$ | [SN](1,1) | $[C](1,2)$ | [ST] $(1,2)$ | [SN](1,2) |
| $E(X)$ | 0.5682 | 0.5479 | 0.4607 | 0.3917 | 0.3874 | 0.3257 |
| $E(Y)$ | 0.5682 | 0.5479 | 0.4607 | 0.7835 | 0.7749 | 0.6515 |
| $\operatorname{sdev}(X)$ | 1.1590 | 1.1690 | 0.8876 | 1.2299 | 1.2315 | 0.9455 |
| $s \operatorname{dev}(Y)$ | 1.1590 | 1.1690 | 0.8876 | 1.0258 | 1.0326 | 0.7587 |
| $\operatorname{cor}(\mathrm{X}, \mathrm{Y})$ | -0.2404 | -0.2197 | -0.2694 | -0.2433 | -0.2361 | -0.2958 |
| Panel 4: $v=5, \tau=1$ |  |  |  |  |  |  |
|  | [C] $(1,1)$ | [ST] $(1,1)$ | [SN](1,1) | [C] $(1,2)$ | [ST] $(1,2)$ | [SN](1,2) |
| $E(X)$ | 0.2441 | 0.2325 | 0.1660 | 0.1688 | 0.1644 | 0.1174 |
| $E(Y)$ | 0.2441 | 0.2325 | 0.1660 | 0.3377 | 0.3288 | 0.2348 |
| $s \operatorname{dev}(X)$ | 1.1564 | 1.1594 | 0.9362 | 1.2018 | 1.1993 | 0.9686 |
| $s \operatorname{dev}(Y)$ | 1.1564 | 1.1594 | 0.9362 | 1.0683 | 1.0751 | 0.8678 |
| $\operatorname{cor}(\mathrm{X}, \mathrm{Y})$ | -0.1655 | -0.1401 | -0.1408 | -0.1574 | -0.1460 | -0.1468 |
| Panel 5: $v=5, \tau=5$ |  |  |  |  |  |  |
|  | [C] $(1,1)$ | [ST] $(1,1)$ | [SN](1,1) | [C](1,2) | [ST] $(1,2)$ | [SN](1,2) |
| $E(X)$ | 0.0054 | 0.0076 | 0.0000 | 0.0046 | 0.0054 | 0.0000 |
| $E(Y)$ | 0.0054 | 0.0076 | 0.0000 | 0.0092 | 0.0108 | 0.0000 |
| $\operatorname{sdev}(X)$ | 1.2769 | 1.2738 | 1.0000 | 1.2795 | 1.2781 | 1.0000 |
| $s \operatorname{dev}(Y)$ | 1.2769 | 1.2738 | 1.0000 | 1.2666 | 1.2651 | 1.0000 |
| $\operatorname{cor}(\mathrm{X}, \mathrm{Y})$ | -0.0133 | -0.0136 | 0.0000 | -0.0135 | -0.0136 | 0.0000 |

The table reports first- and second-order moments for bivariate LEST, EST and ESN distributions for $v=5$. The five horizontal panels are for $\tau$ equal to $-5,-1,0,1$ and 5 , respectively. The abbreviations $(1,1)$ and $(1,2)$ refer to the values of the shape parameters used. In the former, $\lambda_{1}=\lambda_{2}=1$, and in the latter, $\lambda_{1}=1, \lambda_{2}=2$ The columns headed with [C] give results computed directly from the bivariate LEST distributions using numerical integration. The columns headed [ST] and [SN] contain exact results from the standardized bivariate extended skew-t, with the same degrees of freedom, and the extended skew-normal distributions. It may be noted that for the standardized forms of the skew-t and skew-normal distributions, extended or otherwise, correlation is negative. The LEST distribution exhibits the same property. Computations are displayed to 4 decimal places.

Table 11. Bivariate Distributions 1st- and 2nd-Order Moments, $v=5000 ; \lambda=1,2$.

| Panel 1: $v=5000, \tau=-5$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [C] $(1,1)$ | [ST](1,1) | [SN] $(1,1)$ | [C] $(1,2)$ | [ST](1,2) | [SN](1,2) |
| $E(X)$ | 2.9966 | 2.9950 | 2.9944 | 2.1189 | 2.1178 | 2.1174 |
| $E(Y)$ | 2.9966 | 2.9950 | 2.9944 | 4.2377 | 4.2356 | 4.2348 |
| $s \operatorname{dev}(X)$ | 0.8251 | 0.8255 | 0.8231 | 0.9180 | 0.9184 | 0.9159 |
| $\operatorname{sdev}(Y)$ | 0.8251 | 0.8255 | 0.8231 | 0.5974 | 0.5977 | 0.5959 |
| $\operatorname{cor}(X, Y)$ | -0.4745 | -0.4757 | -0.4759 | -0.5905 | -0.5906 | -0.5908 |
| Panel 2: $v=5000, \tau=-1$ |  |  |  |  |  |  |
|  | [C] $(1,1)$ | [ST](1,1) | [SN] $(1,1)$ | [C] $(1,2)$ | [ST] 1 (1,2) | [SN](1,2) |
| $E(X)$ | 0.8807 | 0.8807 | 0.8805 | 0.6227 | 0.6227 | 0.6226 |
| $E(Y)$ | 0.8807 | 0.8807 | 0.8805 | 1.2455 | 1.2455 | 1.2453 |
| $s \operatorname{dev}(X)$ | 0.8565 | 0.8565 | 0.8562 | 0.9312 | 0.9312 | 0.9309 |
| $\operatorname{sdev}(Y)$ | 0.8565 | 0.8565 | 0.8562 | 0.6830 | 0.6830 | 0.6827 |
| $\operatorname{cor}(X, Y)$ | -0.3641 | -0.3641 | -0.3642 | -0.4200 | -0.4200 | -0.4201 |

Table 11. Cont.

| Panel 3: $v=5000, \tau=0$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [C](1,1) | [ST](1,1) | [SN](1,1) | [C] $(1,2)$ | [ST] $(1,2)$ | [SN](1,2) |
| $E(X)$ | 0.4607 | 0.4607 | 0.4607 | 0.3258 | 0.3258 | 0.3257 |
| $E(Y)$ | 0.4607 | 0.4607 | 0.4607 | 0.6516 | 0.6516 | 0.6515 |
| $\operatorname{sdev}(X)$ | 0.8878 | 0.8878 | 0.8876 | 0.9457 | 0.9457 | 0.9455 |
| $\operatorname{sdev}(Y)$ | 0.8878 | 0.8878 | 0.8876 | 0.7588 | 0.7589 | 0.7587 |
| $\operatorname{cor}(X, Y)$ | -0.2694 | -0.2693 | -0.2694 | -0.2958 | -0.2958 | -0.2958 |
| Panel 4: $v=5000, \tau=1$ |  |  |  |  |  |  |
|  | [C] $(1,1)$ | [ST](1,1) | [SN](1,1) | [C] $(1,2)$ | [ST] $(1,2)$ | [SN](1,2) |
| $E(X)$ | 0.1661 | 0.1661 | 0.1660 | 0.1175 | 0.1175 | 0.1174 |
| $E(Y)$ | 0.1661 | 0.1661 | 0.1660 | 0.2349 | 0.2349 | 0.2348 |
| $\operatorname{sdev}(X)$ | 0.9364 | 0.9364 | 0.9362 | 0.9688 | 0.9688 | 0.9686 |
| $s \operatorname{dev}(Y)$ | 0.9364 | 0.9364 | 0.9362 | 0.8680 | 0.8680 | 0.8678 |
| $\operatorname{cor}(\mathrm{X}, \mathrm{Y})$ | -0.1409 | -0.1408 | -0.1408 | -0.1469 | -0.1469 | -0.1468 |
| Panel 5: $v=5000, \tau=5$ |  |  |  |  |  |  |
|  | [C] $(1,1)$ | [ST](1,1) | [SN](1,1) | [C](1,2) | [ST] $(1,2)$ | [SN](1,2) |
| $E(X)$ | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| $E(Y)$ | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| $\operatorname{sdev}(X)$ | 1.0002 | 1.0002 | 1.0000 | 1.0002 | 1.0002 | 1.0000 |
| $s \operatorname{dev}(Y)$ | 1.0002 | 1.0002 | 1.0000 | 1.0002 | 1.0002 | 1.0000 |
| $\operatorname{cor}(\mathrm{X}, \mathrm{Y})$ | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |

The table reports first- and second-order moments for bivariate LEST, EST and ESN distributions for $v=5000$. The detailed contents of the table are as described in the footnote to Table 10.

Table 12. Bivariate LST Distribution 1st- and 2nd-Order Moments, $v=5$.

| Panel 1: $\tau=-5$ |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\lambda_{1,2}$ | $E(X)$ | $E(Y)$ | $\operatorname{sdev}(X)$ | $\operatorname{sdev}(Y)$ | $\operatorname{cor}(X, Y)$ |
| 1.1 | 4.7529 | 4.7529 | 3.2474 | 3.2474 | -0.3393 |
| 1.2 | 2.9882 | 5.9773 | 3.3885 | 2.4365 | -0.4472 |
| 1.5 | 0.6404 | 6.4052 | 3.4975 | 1.8060 | -0.1433 |
| 2.2 | 2.4056 | 6.0149 | 3.3466 | 2.1277 | -0.4458 |
| 2.5 | 1.2621 | 6.3116 | 3.4595 | 1.8767 | -0.2708 |
| 5.5 | 2.8770 | 5.7547 | 3.2370 | 2.2343 | -0.5052 |
| Panel 2: $\tau=-1$ |  |  |  |  |  |
| $\lambda_{1,2}$ | $E(X)$ | $E(Y)$ | $\operatorname{sdev}(X)$ | $\operatorname{sdev}(Y)$ | $\operatorname{cor}(X, Y)$ |
| 1.1 | 1.0809 | 1.0809 | 1.3002 | 1.3002 | -0.2675 |
| 1.2 | 0.7474 | 1.4949 | 1.401 | 1.1179 | -0.3035 |
| 1.5 | 0.1792 | 1.7962 | 1.4989 | 0.9047 | -0.1059 |
| 2.2 | 0.6630 | 1.6575 | 1.4347 | 1.0150 | -0.3362 |
| 2.5 | 0.3542 | 1.7710 | 1.4863 | 0.9275 | -0.2038 |
| 5.5 | 0.8083 | 1.6167 | 1.4048 | 1.0464 | -0.3984 |
| Panel 3: $\tau=0$ |  |  |  |  |  |
| $\lambda_{1,2}$ | $E(X)$ | $E(Y)$ | $\operatorname{sdev}(X)$ | $\operatorname{sdev}(Y)$ | $\operatorname{cor}(X, Y)$ |
| 1.1 | 0.5682 | 0.5682 | 1.1590 | 1.1590 | -0.2404 |
| 1.2 | 0.3917 | 0.7835 | 1.2299 | 1.0258 | -0.2433 |
| 1.5 | 0.0952 | 0.9394 | 1.2873 | 0.8852 | -0.0785 |
| 2.2 | 0.3467 | 0.8669 | 1.2433 | 0.9564 | -0.2528 |
| 2.5 | 0.1853 | 0.9262 | 1.2774 | 0.8991 | -0.1494 |
| 5.5 | 0.4227 | 0.8455 | 1.2196 | 0.9754 | -0.3005 |

Table 12. Cont.

| Panel 4: $\tau=1$ |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\lambda_{1,2}$ | $E(X)$ | $E(Y)$ | $\operatorname{sdev}(X)$ | $\operatorname{sdev}(Y)$ | $\operatorname{cor}(X, Y)$ |
| 1.1 | 0.2441 | 0.2441 | 1.1564 | 1.1564 | -0.1655 |
| 1.2 | 0.1688 | 0.3377 | 1.2018 | 1.0683 | -0.1574 |
| 1.5 | 0.0399 | 0.3997 | 1.2362 | 0.9884 | -0.0455 |
| 2.2 | 0.1479 | 0.3699 | 1.2077 | 1.0287 | -0.1535 |
| 2.5 | 0.0787 | 0.3937 | 1.2294 | 0.9966 | -0.0881 |
| 5.5 | 0.1796 | 0.3592 | 1.1918 | 1.0408 | -0.1812 |


| Panel 5: $\tau=5$ |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\lambda_{1,2}$ | $E(X)$ | $E(Y)$ | $\operatorname{sdev}(X)$ | $\operatorname{sdev}(Y)$ | $\operatorname{cor}(X, Y)$ |
| 1.1 | 0.0054 | 0.0054 | 1.2769 | 1.2769 | -0.0133 |
| 1.2 | 0.0046 | 0.0092 | 1.2795 | 1.2666 | -0.0135 |
| 1.5 | 0.0013 | 0.0130 | 1.2822 | 1.2569 | -0.0040 |
| 2.2 | 0.0047 | 0.0117 | 1.2792 | 1.2609 | -0.0137 |
| 2.5 | 0.0026 | 0.0128 | 1.2814 | 1.2576 | -0.0078 |
| 5.5 | 0.0058 | 0.0117 | 1.2773 | 1.2617 | -0.0163 |

The table reports first- and second-order moments for bivariate LEST for $v=5$. The five horizontal panels are for $\tau$ equal to $-5,-1,0,1$ and 5 , respectively. In each panel, the notation 1.1, 1.2, et cetera, denotes the values of $\lambda_{1}$ and $\lambda_{2}=1$, respectively. Computations are displayed to 4 decimal places.

Table 13. Bivariate LST Distribution 1st- and 2nd-Order Moments, $v=5000$.

| Panel 1: $\tau=-5$ |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\lambda_{1,2}$ | $E(X)$ | $E(Y)$ | $\operatorname{sdev}(X)$ | $\operatorname{sdev}(Y)$ | $\operatorname{cor}(X, Y)$ |
| 1.1 | 2.9966 | 2.9966 | 0.8251 | 0.8251 | -0.4745 |
| 1.2 | 2.1189 | 4.2377 | 0.918 | 0.5974 | -0.5905 |
| 1.5 | 0.5095 | 5.1374 | 0.9971 | 0.2273 | -0.4156 |
| 2.2 | 1.8945 | 4.7362 | 0.9358 | 0.4416 | -0.7844 |
| 2.5 | 1.0125 | 5.0627 | 0.9841 | 0.2816 | -0.6684 |
| 5.5 | 2.3108 | 4.6215 | 0.9014 | 0.4834 | -0.8856 |
| Panel 2: $\tau=-1$ |  |  |  |  |  |
| $\lambda_{1,2}$ | $E(X)$ | $E(Y)$ | $\operatorname{sdev}(X)$ | $\operatorname{sdev}(Y)$ | $\operatorname{cor}(X, Y)$ |
| 1.1 | 0.8807 | 0.8807 | 0.8565 | 0.8565 | -0.3641 |
| 1.2 | 0.6227 | 1.2455 | 0.9312 | 0.683 | -0.42 |
| 1.5 | 0.1507 | 1.5101 | 0.9950 | 0.4635 | -0.1686 |
| 2.2 | 0.5570 | 1.3925 | 0.9454 | 0.5770 | -0.4897 |
| 2.5 | 0.2977 | 1.4886 | 0.9850 | 0.4873 | -0.3180 |
| 5.5 | 0.6795 | 1.3589 | 0.9174 | 0.6039 | -0.5740 |
| Panel 3: $\tau=0$ |  |  |  |  |  |
| $\lambda_{1,2}$ | $E(X)$ | $E(Y)$ | $\operatorname{sdev}(X)$ | $\operatorname{sdev}(Y)$ | $\operatorname{cor}(X, Y)$ |
| 1.1 | 0.4607 | 0.4607 | 0.8878 | 0.8878 | -0.2694 |
| 1.2 | 0.3258 | 0.6516 | 0.9457 | 0.7588 | -0.2958 |
| 1.5 | 0.0797 | 0.7900 | 0.9970 | 0.6134 | -0.1029 |
| 2.2 | 0.2914 | 0.7285 | 0.9568 | 0.6854 | -0.3237 |
| 2.5 | 0.1558 | 0.7788 | 0.9880 | 0.6276 | -0.1956 |
| 5.5 | 0.3555 | 0.7109 | 0.9349 | 0.7036 | -0.3842 |
| Panel $4: \tau=1$ |  |  |  |  |  |
| $\lambda_{1,2}$ | $E(X)$ | $E(Y)$ | $\operatorname{sdev}(X)$ | $\operatorname{sdev}(Y)$ | $\operatorname{cor}(X, Y)$ |
| 1.1 | 0.1661 | 0.1661 | 0.9364 | 0.9364 | -0.1409 |
| 1.2 | 0.1175 | 0.2349 | 0.9688 | 0.8680 | -0.1469 |
| 1.5 | 0.0284 | 0.2850 | 0.9986 | 0.7981 | -0.0456 |
| 2.2 | 0.1051 | 0.2626 | 0.9752 | 0.8316 | -0.1523 |
| 2.5 | 0.0562 | 0.2808 | 0.9931 | 0.8047 | -0.0883 |
| 5.5 | 0.1281 | 0.2563 | 0.9627 | 0.8404 | -0.1817 |
|  |  |  |  |  |  |

Table 13. Cont.

| Panel 5: $\tau=5$ |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\lambda_{1,2}$ | $E(X)$ | $E(Y)$ | $\operatorname{sdev}(X)$ | $\operatorname{sdev}(Y)$ | $\operatorname{cor}(X, Y)$ |
| 1.1 | 0.0000 | 0.0000 | 1.0002 | 1.0002 | 0.0000 |
| 1.2 | 0.0000 | 0.0000 | 1.0002 | 1.0002 | 0.0000 |
| 1.5 | 0.0000 | 0.0000 | 1.0002 | 1.0002 | 0.0000 |
| 2.2 | 0.0000 | 0.0000 | 1.0002 | 1.0002 | 0.0000 |
| 2.5 | 0.0000 | 0.0000 | 1.0002 | 1.0002 | 0.0000 |
| 5.5 | 0.0000 | 0.0000 | 1.0002 | 1.0002 | 0.0000 |

The table reports first- and second-order moments for bivariate LEST for $v=5000$. The detailed contents of the table are as described in the footnote to Table 12.

## 6. Stochastic Ordering

The previous sections demonstrate that there are numerous differences between the SST and LEST distributions, although these do diminish as the degrees of freedom increase. Another area of difference is the presence or absence of stochastic ordering. This property, which is related to stochastic dominance, is satisfied by the skew-t itself. More generally, it is satisfied by distributions of the type described in [5], in particular in Section 3.1 of that paper. The result below, motivated by [53] and believed to be a new result, shows that stochastic ordering holds for the standardized extended skew-t distribution, as well as the skew-t.

Proposition 4. Let the random variable $X$ have the standardized extended skew-t distribution with density function at Equation (18) and denote the distribution function by $F(x)$. It follows that $d F / d \lambda \leq 0$, that is, stochastic ordering with respect to $\lambda$ holds for nonzero values of $\tau$.

The proof follows by direct verification, with details in Appendix C.
For the linear extended skew $t$, the distribution function corresponding to the density at Equation (19) is

$$
\begin{equation*}
F(x)=\int_{-\infty}^{x} t_{v}(s) T_{v+1}\{g(s)\} / \Omega_{v}(\tau, \lambda) d s, \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
g(s)=\sqrt{(v+1) / v}\left(\tau \sqrt{1+\lambda^{2}}+\lambda s\right) \tag{34}
\end{equation*}
$$

from which the numerator of $d F(x) / d \lambda$ is

$$
\begin{equation*}
\sqrt{(v+1) / v} \int_{-\infty}^{x}\left(s+\lambda \tau / \sqrt{1+\lambda^{2}}\right) t_{v}(s) t_{v+1}\{g(s)\} d s-F(x) \partial \Omega_{v}(\tau, \lambda) / \partial \lambda . \tag{35}
\end{equation*}
$$

A useful algebraic representation for the LEST distribution function at Equation (33) is not available at present. Numerical computations for a range of values of $v, \tau$ and $\lambda$ are reported in Table 14. The results show the computed maximum value of the numerator of $d F(x) / d \lambda$, rounded to 10 decimal places. For many of the parameter combinations shown, the maxima equal zero. For numerous others, the maxima are positive. The results shown in this table demonstrate that, to 10 decimal places at least, the linear extended skew-t does not satisfy the required conditions for stochastic ordering to hold.

Note that the results in this subsection hold for nonstandardized versions of the LEST and EST distributions at Equations (18) and (19). They require modification for parameterizations in which the shape parameter $\lambda$ is a component of scale.

Table 14. Examples of Stochastic Ordering Results Under LEST Distributions.

| Panel 1: $\lambda=1$ | $V=5$ | $v=7$ | $v=10$ | $v=25$ | $v=50$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | $1.43214 \mathrm{e}-005$ | $1.0296 \mathrm{e}-006$ | $3.07 \mathrm{e}-008$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| $\tau=-10$ | 0.0001195814 | $1.90886 \mathrm{e}-005$ | $1.6559 \mathrm{e}-006$ | $2 \mathrm{e}-010$ | $0.000000 \mathrm{e}+000$ |
| -5 | 0.0001279693 | $4.0494 \mathrm{e}-005$ | $1.09018 \mathrm{e}-005$ | $3.123 \mathrm{e}-007$ | $2.28 \mathrm{e}-008$ |
| -1 | $4.48798 \mathrm{e}-005$ | $1.58973 \mathrm{e}-005$ | $5.0694 \mathrm{e}-006$ | $2.623 \mathrm{e}-007$ | $3.14 \mathrm{e}-008$ |
| -0.5 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 0 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 0.5 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 1 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 5 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |

Panel 2: $\lambda=2$

|  |  | $v=5$ | $v=7$ | $v=10$ | $v=25$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\tau=-10$ | $1.43815 \mathrm{e}-005$ | $1.8395 \mathrm{e}-006$ | $1.241 \mathrm{e}-007$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| -5 | 0.0001756974 | $6.24012 \mathrm{e}-005$ | $1.71765 \mathrm{e}-005$ | $2.977 \mathrm{e}-007$ | $8.9 \mathrm{e}-009$ |
| -1 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| -0.5 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 0 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 0.5 | $4.83066 \mathrm{e}-005$ | $4.47364 \mathrm{e}-005$ | $3.93628 \mathrm{e}-005$ | $2.19074 \mathrm{e}-005$ | $1.16294 \mathrm{e}-005$ |
| 1 | $2.50498 \mathrm{e}-005$ | $2.72483 \mathrm{e}-005$ | $2.67148 \mathrm{e}-005$ | $1.66604 \mathrm{e}-005$ | $9.1218 \mathrm{e}-006$ |
| 5 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 10 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |


| Panel 3: $\lambda=5$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $v=5$ | $v=7$ | $v=10$ | $v=25$ | $v=50$ |
| $\tau=-10$ | $2.0393 \mathrm{e}-006$ | $3.128 \mathrm{e}-007$ | $2.74 \mathrm{e}-008$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| -5 | $2.84377 \mathrm{e}-005$ | $1.19016 \mathrm{e}-005$ | $4.1439 \mathrm{e}-006$ | $1.94 \mathrm{e}-007$ | $1.95 \mathrm{e}-008$ |
| -1 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| -0.5 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 0 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 0.5 | 0.0001314865 | 0.0001067024 | $8.22581 \mathrm{e}-005$ | $3.71614 \mathrm{e}-005$ | $1.90275 \mathrm{e}-005$ |
| 1 | 0.0001394863 | 0.0001113907 | $8.42821 \mathrm{e}-005$ | $3.67979 \mathrm{e}-005$ | $1.86731 \mathrm{e}-005$ |
| 5 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 10 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| Panel 4: $\lambda=7$ |  |  |  |  |  |
|  | $v=5$ | $v=7$ | $v=10$ | $v=25$ | $v=50$ |
| $\tau=-10$ | $8.288 \mathrm{e}-007$ | $1.309 \mathrm{e}-007$ | $1.19 \mathrm{e}-008$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| -5 | $1.19296 \mathrm{e}-005$ | 5.1507e-006 | 1.8694e-006 | $1.031 \mathrm{e}-007$ | $1.21 \mathrm{e}-008$ |
| -1 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| -0.5 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 0 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 0.5 | $7.60763 \mathrm{e}-005$ | $5.97726 \mathrm{e}-005$ | $4.47393 \mathrm{e}-005$ | $1.93672 \mathrm{e}-005$ | $9.8651 \mathrm{e}-006$ |
| 1 | 7.6232e-005 | $5.86114 \mathrm{e}-005$ | $4.30279 \mathrm{e}-005$ | $1.81052 \mathrm{e}-005$ | $9.1439 \mathrm{e}-006$ |
| 5 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |
| 10 | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ | $0.000000 \mathrm{e}+000$ |

The result shown in each cell of the table is the computed maximum value of the numerator of $d F(x) / d \lambda$ defined at Equation (35). Results are shown rounded to 10 decimal places.

## 7. Concluding Remarks and Discussion

The linear skew-t distribution is a specific form of symmetry-modulated distribution in which the two density functions used in its construction are Student's $t$. Extended versions of the distribution, which give greater flexibility in both moments and critical values, are developed following the type of parameterization used for the extended skew-normal one. Parameter estimation is facilitated by the simpler argument of the skewing function $T_{v+1}($.$) . However, the stronger motivation for use of the LST or LEST distributions would$ arise from differences in the shape of the density function, particularly for applications for which $v$ is small or $\tau$ is negative and of large magnitude. For certain values of these param-
eters, the distribution is bimodal. This feature creates the possibility of new application areas in empirical work.

The linear skew-t distribution arises as a result of conditioning on non-negative values of an unobserved variable and a scale mixture. The conditioning employed to derive the original skew-normal and skew-t distributions is both simple and has a useful interpretation, which relates to real situations. It is hard to envisage an empirical application in which conditioning specified in Section 3 or Section 4 would have a simple interpretation. Use of the linear skew-t distributions described in this paper would be justified mainly on empirical grounds, that is, determined by the data in question.

The extra simplicity in the parameterization of the multivariate form of the distribution may be useful for some applications. However, lack of closure under marginalization or conditioning may be a limitation for some multivariate applications. As an example, suppose that the returns on all 30 constituent stocks of the Dow Jones Industrial Index are modeled using the multivariate extended skew-t, MEST. That the joint distribution of any subset of the 30 stocks is also MEST would seem to be a desirable property. Conversely, suppose that the LEST is used instead. In this case, the joint distribution of returns on a subset of the 30 stocks is not LEST.

Another difference between the EST and LEST distributions is their stochastic ordering properties with respect to the shape parameter $\lambda$. As the paper shows, the property is satisfied for the MEST distribution, but computational results indicate that it is not generally satisfied for the LEST. For applications for which stochastic ordering is an important consideration, the LEST distribution may not be a suitable choice.

From a methodological perspective, a closed version of the LEST distribution, analogous to the closed skew-normal or SUN distribution, has potential as a future research project to offer more powerful tools. The results in this paper also suggest that symmetrymodulated distributions based on other underlying density and distribution functions may offer interesting and useful insights. However, the results here serve to remind that the relative simplicity of the skew-normal, skew-t and extensions thereof may still be preferable for some applications.
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## Appendix A. Proposition 1

The joint density function of $X$ and $Y$ given $S=s$ is

$$
f(x, y \mid S=s)=(s / 2 \pi) \exp \left[-\left\{x^{2}+\left(y-\lambda \cdot x \sqrt{1+x^{2} / v}\right)^{2}\right\} s / 2\right] .
$$

With $S \sim \chi_{\nu}^{2} / \nu$, the joint density function of $X$ and $Y$ is bivariate Student, which may be written as

$$
f(x, y)=f(x) f(y \mid X=x)=t_{v}(x) t_{v+1}\left(y, \lambda x \sqrt{1+x^{2} / v}, \sigma^{2}\right)
$$

with $\sigma^{2}=v\left(1+x^{2} / v\right) /(v+1)$. As $X \sim t_{v}$, the distribution of $\lambda x \sqrt{1+x^{2} / v}$ is symmetric about zero, and so $\operatorname{Pr}(Y \geq 0)=0.5$. Hence,

$$
f(x \mid Y \geq 0)=0.5 t_{v}(x) T_{v+1}\left(\sqrt{\frac{v+1}{v}} \lambda x\right)
$$

## Appendix B. Details for Equation (8)

On integration by parts, the right-hand side of Equation (14) is

$$
\kappa_{1} \int_{-\infty}^{\infty} 2 x^{n-2}\left(1+x^{2} / v\right) t_{v}(x) T_{v+1}(\lambda x \sqrt{(v+1) / v}) d x+\kappa_{2} R_{n}(v)
$$

where $R_{n}(v)$ is defined by Equation (15) and

$$
\kappa_{1}=\frac{v(n-1)}{(v-1)} ; \kappa_{2}=\frac{2 \lambda \sqrt{v(v+1)}}{(v-1)} .
$$

Noting that $x^{n-2}\left(1+x^{2} / v\right)=x^{n-2}+x^{n} / v$ allows the above integral to be expressed as

$$
\kappa_{1}\left\{E\left(x^{n-2}\right)+E\left(x^{n}\right) / v\right\} .
$$

Rearrangement gives the result.

## Appendix C. Proof of Proposition 3

The distribution function of $X$ is

$$
F(x)=\int_{-\infty}^{x} t_{v}(s) T_{v+1}\left\{\frac{\sqrt{v+1}\left(\tau \sqrt{1+\lambda^{2}}+\lambda s\right)}{\sqrt{v+s^{2}}}\right\} / T_{v}(\tau) d s
$$

The numerator of $d F / d \lambda$ is given by

$$
\int_{-\infty}^{x} \sqrt{\frac{v+1}{v+s^{2}}}\left(\frac{\lambda \tau}{\sqrt{1+\lambda^{2}}}+s\right) t_{v}(s) t_{v+1}\left\{\frac{\sqrt{v+1}\left(\tau \sqrt{1+\lambda^{2}}+\lambda s\right)}{\sqrt{v+s^{2}}}\right\} d s
$$

The change in variable

$$
V=\sqrt{\frac{(v+1)\left(1+\lambda^{2}\right)}{\left(v+\tau^{2}\right)}}\left(X+\frac{\lambda \tau}{\sqrt{\left(1+\lambda^{2}\right)}}\right)
$$

and rearrangement gives

$$
d F / d \lambda=\frac{\sqrt{1+\tau^{2} / v} t_{v}(\tau)}{\left(1+\lambda^{2}\right) T_{v}(\tau)} \int_{-\infty}^{v} r t_{v+1}(r) d r \leq 0
$$
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