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#### Abstract

Disease emergence, in the last decades, has had increasingly disproportionate impacts on aquatic freshwater biodiversity. Here, we developed a new model based on Support Vector Machines (SVM) for predicting the risk of freshwater fish disease emergence in England. Following a rigorous training process and simulations, the proposed SVM model was validated and reported high accuracy rates for predicting the risk of freshwater fish disease emergence in England. Our findings suggest that the disease monitoring strategy employed in England could be successful at preventing disease emergence in certain parts of England, as areas in which there were high fish introductions were not correlated with high disease emergence (which was to be expected from the literature). We further tested our model's predictions with actual disease emergence data using Chi-Square tests and test of Mutual Information. The results identified areas that require further attention and resource allocation to curb future freshwater disease emergence successfully.
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## 1. Introduction

The worldwide pattern of river threats offers the most comprehensive explanation as to why freshwater biodiversity is considered to be in a state of crisis [1-3]. Estimates suggest that at least 10,000-20,000 freshwater species are extinct or at risk [4], with loss rates rivalling those of previous transitions between geological epochs such as the Pleistocene to Holocene [5]. Part of the key impacts on freshwater biodiversity arise from the emergence of diseases and thus an early prediction of freshwater disease emergence could underpin evidence based environmental management and cost optimisation.

Given the increasing importance of Big Data and Data Mining techniques in the modern age, supervised machine learning algorithm called Support Vector Machines (SVM) [6,7] are efficient tools to develop intelligent predicting models. SVM has the advantage of being a non-parametric and non-linear classification technique [8], which is not bound by the parametric assumptions of
normality, linearity or stationarity often missing in data mined. Moreover, SVM can model with small sample sizes and has proven to provide a high degree of prediction accuracy [9]. SVM models have previously been used for prediction based tasks in a variety of fields. Whilst it is not the intention of this paper to review all such efforts, we found it pertinent to provide some examples. There are considerable evidences of SVM's varied application such as predicting medication adherence in heart failure patients [10], detection of epileptic electroencephalogram [11], financial distress and risk prediction [12,13], construction safety-risk assessment [14,15] , revenue forecasting [16], forecasting wind speed for wind farms [17], groundwater simulation [18] or apple disease detection [19]. The above examples not only illustrate the popularity of SVM across various fields, but also its competence at providing comparatively accurate predictions and classifications.

To the best of our knowledge, the application and evaluation of the suitability of SVM for predicting the risk of freshwater fish disease emergence is unique. However, few other studies have successfully used SVM in freshwater related scenarios, for example predicting freshwater algal blooms [9,20,21], identifying freshwater species [22] or even developing an early-warning protocol for predicting chlorophyll-a concentration in freshwater and estuarine reservoirs in Korea [23].

Here, we used an existing database on fish diseases emergences and a database on fish introduction across England to predict the risk of freshwater disease emergence. The aim of the study was to build an intelligent model, which could predict and classify the risk of freshwater disease emergence in England as low, medium or high. The risk map would be based on the output from the chosen model to provide a graphical representation of the risk of freshwater disease emergence at a $10 \mathrm{~km}^{2}$ scale. Finally, we intended to compare the predicted to the observed distribution freshwater fish disease emergence in order to identify the high-risk areas. Such predictive output would be of great use to environmental agencies in order to set up cost effective early warning systems for managing the risk of fish emerging diseases.

## 2. Data

The first dataset (D1) included observed freshwater fish diseases emergence data collected for England by the Centre for Environment, Fisheries and Aquaculture Science (CEFAS) Weymouth. The data included fish and shellfish disease emergence on a global scale over the last 10 years and was published in [24]. The second dataset (D2) contained data for the time period 2000-2004 on native and non-native fish movement and introduction across England and was published in [25]. It contains information at $10 \mathrm{~km}^{2}$ scale, which is the lowest spatial resolution allowed in England for the release of commercially sensitive data, as the dataset identifies locations of pet shops, garden centres, fish farms, and fish consignment vendors and buyers [26]. Specifically, the dataset includes information on fish imports (intensity = numbers per annum of licensed fish consignments; diversity $=$ number of ornamental varieties and of countries of origin) and for demographic information (i.e., numbers of humans, pet shops, garden centres, and fish farms per unit area).

## 3. Methodology

### 3.1. Classification of Disease Emergence Risk

For the purposes of fitting the model and analysis, we divided our data randomly (to reduce bias) into training, validation and test sets as defined in the seminal text by [27]. We set aside 1000 observations (which is approximately two thirds of the entire dataset) for training our SVM model. Out of the remaining, we selected 400 observations for validating the SVM model and leave aside 100 observations for testing. The training set of D2 was initially examined to develop a statistically reliable method for classifying the risk of freshwater fish disease emergence for each cell. We were interested in achieving a risk categorization of low, medium and high for freshwater disease emergence in England. The classification we developed in this study relies on a combination of a statistical reasoning and logical perceptions. Based on the accepted assumption (see [28]) that the increased numbers
and frequencies of live freshwater fish introductions in an area, increases the risk of fish disease emergence, this database was used to train, validate and test model for the risk of freshwater fish disease emergence in England. According to [28], and information provided by experts, the following factors and assumptions contribute towards freshwater fish disease emergence:

- The native and non-native fish movements into a cell increases the diversity of fish species in a cell.
- The diversity of fish in a cell contributes towards the likelihood of one of fish holding a pathogen. That is, the more varied the more likely they are to hold a pathogen.
- The higher is the number of fish movements into a cell, the higher is the possibility of a freshwater fish disease emerging in that cell.

Taking these factors and assumptions into consideration, we developed the following methodology for classifying the risk of freshwater fish disease emergence. For classification purposes, we were mainly interested in the variables titled "Number of varieties", "1Native species moves to", and "Non-native species moves to" variables which are found in D2. Next, we introduced a new column titled "Sum" into the database (Equation (1)), purely for classification purposes. The "Sum" column contains the following information and its creation was influenced by the assumption that a high number of fish movements (regardless of whether it is native or non-native) would increase the chances of a freshwater fish disease emerging.

$$
\begin{equation*}
\text { Sum }=\text { Native species moves to }+ \text { Non-native species moves to } \tag{1}
\end{equation*}
$$

Following its introduction, we analyzed the distribution of the "Sum" column to determine the cut off points for the proposed risk classification. The cumulative distribution function (c.d.f.) was used for this purpose. The c.d.f describes the relationship:

$$
\begin{equation*}
F_{X}(x)=P(X \leq x) \tag{2}
\end{equation*}
$$

which is the probability that a real valued random variable $X$ with a given probability distribution will be found at a value less than or equal to $x$. As such, the c.d.f for a continuous variable $X$ can be defined as:

$$
\begin{equation*}
F(x)=\int_{\infty}^{x} f(t) d t \tag{3}
\end{equation*}
$$

where $f$ is the probability density function.
Figure 1 shows the c.d.f for the "Sum" column. The optimal cut off points shown here were generated based solely on the Sum variable, which is a combination of native and non-native fish movements. Prior to determining the cut off points as optimal, we also evaluated modelling with different points to ascertain the sensitiveness and robustness of the adopted points. Next, we analyzed this c.d.f to identify statistically reliable, optimal cut off points for low, medium and high risk classification of the database. Accordingly, the optimal cut off points generated was based on the "Sum" variable, which combines native and non-native fish movements into a particular cell (see Figure 1).


Figure 1. Cumulative distribution function of the Sum.
The determination of the risk classifications can be further explained as follows. It is visible that up until $y=0.2, x=0$ suggesting zero fish movements (Figure 1 ). When compared with the actual data, this converts into a cut off point of 1 . Likewise, at $y=0.8$, we arrive at the next cut off point, which is 28 . Using such key information in combination with the logical perceptions relating to the variety of fish in a particular cell, we arrived at the final risk classification.

### 3.2. Support Vector Machine (SVM)

The foundations of SVM were developed by [7] and those interested in a detailed elaboration of the theory underlying SVM are referred to [29]. In brief, SVM separates two classes by a function, which is induced from the available data observations, with the ultimate goal of producing a classifier that can be generalized. Note that, determining a class boundary using a separating hyperplane is adequate where classes are linearly separable, but there exists other less complex methods, which could provide satisfactory results in such situations. Therefore, SVM is most appropriate where classes are not linearly separable [30].

An initial analysis of D2 showed that the classes were not linearly separable and thus prompted the use of an appropriate non-linear model in the form of SVM. Furthermore, there is evidence suggesting that, in general, freshwater ecological variables and their underpinning processes are very complicated and non-linear [20], thereby further supporting the adoption of a non-linear model like SVM.

Following [7,29], the theory underlying SVM starts with the problem of separating a set of training vectors belonging to two separate classes:

$$
D=\left\{\left(\mathbf{x}^{1}, y^{1}\right), \ldots,\left(\mathbf{x}^{l}, y^{l}\right)\right\}, \mathbf{x} \in R^{n}, y \in\{-1,1\}
$$

with a hyperplane,

$$
\langle\mathbf{w}, \mathbf{x}\rangle+b=0 .
$$

where $\langle\mathbf{w}, \mathbf{x}\rangle$ denotes the inner product of the vectors $\mathbf{w}$ and $\mathbf{x}$.

The simple solution to the problem is finding the hyperplane which the minimum distances between the hyperplane and the points $\mathbf{x}^{1}, \ldots, \mathbf{x}^{l}$ is maximized in both classes. In other words, to find the solution to above mentioned problem, one may solve the following optimization problem:

$$
\begin{align*}
& \max _{b, \mathbf{w}} M \\
& \text { S. t. : } \\
& \left\{\begin{array}{l}
\|\mathbf{w}\|=1, \\
y_{i}\left(\left\langle\mathbf{w}, \mathbf{x}^{i}\right\rangle+b\right) \geq M, \quad i=1, \ldots, l
\end{array}\right. \tag{4}
\end{align*}
$$

The parameter $M$ is called the margin and shows the minimum distance between the observation points $\mathbf{x}^{1}, \ldots, \mathbf{x}^{l}$ and the hyperplane $\langle\mathbf{w}, \mathbf{x}\rangle+b=0$ (the margin between two classes). Once the optimization problem in Equation (4) is solved, the classification function classifies the new observation $\mathbf{x}^{*}$ as follows:

$$
\begin{equation*}
y^{*}=f\left(\mathbf{x}^{*}\right)=\operatorname{sign}\left(\left\langle\mathbf{w}, \mathbf{x}^{*}\right\rangle+b\right) . \tag{5}
\end{equation*}
$$

The classification function in Equation (5) is called linear support vector classifier. In optimization problem (Equation (4)), the second constraint guarantees all observations lie on the right side of the hyperplane. this constraint comes from the assumption "The observations are linearly separable (i.e.,: there exists a hyperplane which separates two classes)". However, in real world problems (e.g., the problem in our hands), the linear classification is not always possible which means the optimization problem (Equation (4)) does not have a solution. To handle the problem, one needs to allow some of the points lie on the wrong side of the hyperplane. In this case, the optimization problem is formulated as follows:

$$
\begin{align*}
& \max _{b, \mathbf{w}, \varepsilon_{1}, \ldots, \varepsilon_{l}} M \\
& \text { S. t. : } \\
& \left\{\begin{array}{l}
\|\mathbf{w}\|=1 \\
y_{i}\left(\left\langle\mathbf{w}, \mathbf{x}^{i}\right\rangle+b\right) \geq M\left(1-\varepsilon_{i}\right), \quad i=1, \ldots, l \\
\varepsilon_{i} \geq 0 \\
\sum_{i=1}^{l} \varepsilon_{i} \leq C
\end{array}\right. \tag{6}
\end{align*}
$$

The error term $\varepsilon_{i}$ allows the observation $\mathbf{x}^{i}$ to lie on the wrong side of the hyperplane. The parameter $C$ is some nonnegative constant called tuning parameter. Once the optimization problem (Equation (6)) is solved, one may use the classification function (Equation (5)) to classify new observations.

Solving the optimization problem (Equation (6)), it turns out the optimal solution to the linear classification problem only involves all possible inner products of the observation vectors $\mathbf{x}^{1}, \ldots, \mathbf{x}^{l}$ [31], which implies one cane reformulate the linear support vector classifier as follows:

$$
\begin{equation*}
f(\mathbf{x})=\operatorname{sign}\left(b+\sum_{i=1}^{l} \alpha_{i} y_{i}\left\langle\mathbf{x}^{i}, \mathbf{x}^{*}\right\rangle\right) \tag{7}
\end{equation*}
$$

where the coefficients $\alpha_{1}, \ldots \alpha_{l}$ and the parameter $b$ are estimated solving (Equation (6)), based on all inner products of observation vectors $\mathbf{x}^{1}, \ldots, \mathbf{x}^{l}$ ( see [32], Chapter 12 for more details on the solution).

Using the reformed classification function (Equation (7)), the linear support vector classifier can be extended for nonlinear problems by using a nonlinear function instead of inner product [29]:

$$
\begin{equation*}
f(\mathbf{x})=\operatorname{sign}\left(b+\sum_{i=1}^{l} \alpha_{i} y_{i} K\left(\mathbf{x}^{i}, \mathbf{x}^{*}\right)\right) \tag{8}
\end{equation*}
$$

where $K($.$) is, a symmetric, positive semi-definite function. The function K($.$) is called Kernel and$ allows the support vector classifier (Equation (8)) to classify between two classes even if they are not linearly separable. Some popular choices for kernel function are:

- Linear Kernel: $K\left(\mathbf{x}, \mathbf{x}^{*}\right)=\left\langle\mathbf{x}, \mathbf{x}^{*}\right\rangle$.
- $\quad d$ th-Degree polynomial: $K\left(\mathbf{x}, \mathbf{x}^{*}\right)=\left(1+\left\langle\mathbf{x}, \mathbf{x}^{*}\right\rangle\right)^{d}$.
- Gaussian: $K\left(\mathbf{x}, \mathbf{x}^{*}\right)=\exp \left\{-\operatorname{det}(\mathbf{H})\left(\mathbf{x}-\mathbf{x}^{*}\right) \mathbf{H}\left(\mathbf{x}-\mathbf{x}^{*}\right)^{\prime}\right\}$.
- Radial basis: $K\left(\mathbf{x}, \mathbf{x}^{*}\right)=\exp \left\{-\gamma\left\|\mathbf{x}-\mathbf{x}^{*}\right\|^{2}\right\}$.
- Neural network: $K\left(\mathbf{x}, \mathbf{x}^{*}\right)=\tanh \left(c_{1}\left\langle\mathbf{x}, \mathbf{x}^{*}\right\rangle+c_{2}\right)$.

As can be seen, each kernel has its own extra parameters (i.e., polynomial kernel has the parameter $d$ and the Gaussian kernel has the bandwidth matrix $\mathbf{H}$ ). Cross-validation is a common method to select the appropriate kernel function and estimates its extra parameters [32].

For the purposes of fitting the model and analysis, we divided our data according to [27] randomly into training, validation and test sets. We set aside 1000 observations (which is approximately two thirds of the entire dataset) for training our SVM model. Out of the remaining, we selected 400 observations for validating the SVM model and leave aside 100 observations for testing. Out of the various SVM variants, we selected the "nu-svc" classification variant (http:/ / scikit-learn.org/ stable/ modules/svm.html\#nusvc) for modeling the risk of freshwater fish disease emergence. Here, the $v$ parameter sets the upper bound on the training error and the lower bound on the fraction of data points to become Support Vectors (default: 0.2). A further interesting property of $v$ is that it is related to the ratio of support vectors and the ratio of the training error. We then used the risk categorization developed in this Section along with the following variables to develop the proposed SVM model.

Dependent Variable = Risk (classified as low, medium and high).
Independent Variables $=$ Area, Population, Pop Per Ha, Pet Shops, Garden Centers, Fish Farms, No. Fish Importers, No. Fish Exporters, No of Varieties, Varieties per Ha, Origins, Total Imports, Total Species, Native species Fish Moves to, Non Natives Fish Moves to, Native species Fish Moves From, Non Natives Fish Moves From, and Species Group.

## 4. Empirical Results

### 4.1. Risk Classification

Risk classification for freshwater fish disease emergence in England are presented in Table 1. Using the cut off points identified in Section 3.1 in combination with the [28] assumptions, which consider fish diversity in a particular cell, we set the cut off points for the risk categorization as follows:

- The risk of disease emergence is categorized as low where each cell in the dataset for which the corresponding "Sum" and No. of Varieties equal zero.
- The risk is classified as medium when each cell in the dataset records a "Sum" greater than or equal to one and less than or equal to 28 , in addition to the corresponding No. of Varieties equalling zero.
- The risk categorization is high when each cell in the dataset records a "Sum" greater than 28 and the No. of Varieties greater than or equal to zero. We categorize using the greater than or equal to sign for High risk because it appears reasonable (based on initial assumptions and expert
opinions) to conclude that, even if the No. of Varieties equal zero, if the "Sum" is greater than 28, the movement of fish into that cell is statistically large enough (based on our c.d.f) for us to expect a high risk of disease emergence.

Table 1. Risk classification for freshwater disease emergence.

| Risk | Sum Variable | No. of Varieties |
| :---: | :---: | :---: |
| Low | 0 | 0 |
| Medium | $\leq 1$ Sum $\leq 28$ | 0 |
| High | Sum $>28$ | $\geq 0$ |

Next, we applied the developed risk categorization to the training set within D2 data to produce the distribution of the "Sum" column following the application of our risk categorization (Figure 2), enabling us to obtain a clear picture on how the risk is distributed based on our categorization.


Figure 2. Distribution of the "Sum" post risk categorization.

### 4.2. Output from the Proposed SVM Model

The model underwent a rigorous training process where we evaluated all possible classification variants of SVM as provided via the e1071 package (https:/ / cran.r-project.org/web/packages/e1071/ e1071.pdf) in R. A summary of the optimal SVM model is presented (Table 2). Eventually, the SVM model with the "nu-svc" classification was selected as the best model based on the lowest training error, highest sensitivity, specificity and accuracy.

Table 2. SVM model summary.

| Optimal Model | nu-svc | - | - |
| :---: | :---: | :---: | :---: |
| Training error | $2.80 \%$ | - | - |
| No. of support vectors | 521 | - | - |
| Parameter: nu | 0.2 | - | - |
| Hyperparameter: Sigma | 0.17869 | - | - |
| Objective Function Value | 11.4719 | 94.7225 | 483.1845 |

The best classification is possible where the values of classification accuracy, sensitivity and specificity are closer to 1 . In our case, the classification accuracy of the model was $90.99 \%$, with a sensitivity of 0.84 and a corresponding specificity of 0.93 . Thereafter, using the validation set, we simulated the fitted SVM model to provide an unbiased evaluation of the model's fit on the training dataset. In the simulation process, we ensured the SVM model is held constant and fed it with 500 randomly generated validation sets (recall, the validation set includes 400 observations in total), recording its accuracy at each step and obtaining the overall average at the end. The results from the simulation are reported in Table 3. The accuracy figures reported here correspond to the ability of the model to correctly classify low risk as low, medium risk as medium and high risk as high.

Table 3. SVM model simulation summary.

| 500 Iterations | Low Risk | Medium Risk | High Risk |
| :---: | :---: | :---: | :---: |
| Average Accuracy | $93.6 \%$ | $95.8 \%$ | $96.9 \%$ |
| Standard Deviation | $1.99 \%$ | $0.95 \%$ | $1.28 \%$ |
| CV for Accuracy | $213 \%$ | $98.6 \%$ | $132.58 \%$ |

The simulation results in Table 3 suggest that the selected SVM model is able to achieve accuracy rates of over $90 \%$ on average in terms of correctly classifying low, medium and high risk of freshwater fish disease emergence. The associated standard deviations are relatively low and suggest that the SVM model is relatively stable. In addition, the standard deviations also suggest that the low risk prediction accuracy levels are most variable and that the medium risk accuracy prediction levels are more stable. The coefficient of variation (CV) statistic confirms the conclusions relating to the variability in accuracy levels reported above as low risk reports the highest CV and medium risk reports the lowest CV.

Finally, we went a step further to test the proposed SVM model by evaluating its performance at correctly classifying the 100 observations left aside as part of the test set. These results are reported in Table 4. The first observation is that the model was able to accurately classify $90.0 \%$ of the low risk outcomes as low risk, $91.0 \%$ of the medium risk outcomes as medium risk and $94.0 \%$ of the high risk outcomes as high risk. Accordingly, it is clear that the model shows promising results for future applicability in terms of predicting the risk of freshwater fish disease emergence in England as it records accuracy levels of over $90 \%$ across all three levels. Secondly, the accuracy variations among low, medium and high are higher than what was reported in the simulations at the validation stage, but, as before, low risk continues to report the most variable accuracy levels whilst medium reports the most stable accuracy levels. Moreover, we can ascertain that there is no overfitting problem in this model because the training accuracy and testing accuracy levels do not differ by a large amount. As such, we are confident that the model specification and tuning are appropriate.

Table 4. SVM model validation summary.

| 100 Observations | Low | Medium | High |
| :---: | :---: | :---: | :---: |
| Accuracy | $90.0 \%$ | $91.0 \%$ | $94.0 \%$ |
| Standard Deviation | $3.02 \%$ | $1.96 \%$ | $2.17 \%$ |
| CV for Accuracy | $335 \%$ | $215 \%$ | $231 \%$ |

### 4.3. Mapping Freshwater Disease Emergence in England

D1 relates to the period 2000-2010 and was used to map the actual freshwater disease emergence in England (Figure 3). The data suggest that diseases caused from bacteria have only been reported in the north of England during this period. Furthermore, whilst virus and parasite related diseases are widespread, there appears to be no diseases emerging towards the middle part of England and the majority of the diseases have been reported around the coastal belt.


Figure 3. Actual freshwater disease emergence in England (2000-2010).
Based on the risk categorization, we established a risk map of freshwater fish disease emergence in England (Figure 4). We tested for a relationship between observed freshwater fish disease emergence and our risk categorization of freshwater fish disease emergence in England.


Figure 4. Risk map for freshwater disease emergence in England.
A basic visual comparison between the two maps indicated that in certain parts of England the actual fish disease emergence and the predicted risk of a fish disease emergence matched according to the proposed model. However, a key difference is seen around the actual disease emergence and predicted risk of disease emergence around London. This is because in reality there have been no actual reported disease outbreaks (Figure 3) in London, whilst the model we built suggests a high risk of fish diseases emerging around this area (Figure 4).

This could be explained as follows. It is important to remember that the SVM model was built on the [28] assumptions, according to which the very high fish movements and large number of varieties of fish found in the London area should increase the actual disease outbreaks. However, in England, the Environment Agency (EA) is known for regularly checking large fish importers and sellers of fish ensuring that disease outbreaks are curbed in such highly concentrated areas. This could suggest that the [28] assumptions could be mitigated using robust disease surveillance programmes in some populated areas.

We then carried out further statistical tests, which involved Chi-square tests for association, and Mutual Information (MI). For the purpose of performing the statistical tests, the three risk levels were recoded as 0,1 and 2 corresponding to "low", "medium" and "high" risk. The next step involved matching all 1500 locations in D2 with D1 actual disease emergence locations. We then added a new variable, which took the value 1 if the actual disease emergence point matched with a location on D2 and 0 otherwise. This enabled us to perform an association test for matching the two maps and the results are reported in Table 5.

Table 5. Association between risk of disease emergence and actual freshwater disease emergence by location.

|  | Chi-Square | $p$-Value |
| :--- | :---: | :---: |
| England | 4.858 | $0.088^{*}$ |
| City: |  |  |
| Southampton | 4.348 | 0.114 |
| Suffolk/Ipswich | 10.747 | $0.005^{*}$ |
| Staffordshire | 9.211 | $0.010^{*}$ |
| Worcestershire | 11.989 | $0.002^{*}$ |
| Nottinghamshire | 3.254 | 0.197 |
| Dorset | 7.471 | $0.024^{*}$ |
| North Yorkshire | 34.909 | $0.000^{*}$ |
| South \& East | 1.338 | 0.512 |
| Eden | 17.815 | $<0.001^{*}$ |
| Lancashire | 4.439 | 0.109 |
| North Kent | 6.849 | $0.033^{*}$ |
| Pegwell Bay, Kent | 0.119 | 0.942 |
| Bristol | 13.243 | $0.001^{*}$ |
| Northern Ireland | 2.814 | 0.245 |
| Mawddach, Wales | 1.2 | 0.549 |
| Lune | 4.487 | 0.106 |
| Tamar | 0.743 | 0.69 |
| Dee | 0.959 | 0.619 |
| Derbyshire | 3.55 | 0.17 |
| Colchester | 3.981 | 0.137 |

Note: * indicates the associations are statistically significant based on a $p$-value of 0.01

The first observation is that there is a statistically significant association between the predicted risk of fish disease emergence and observed fish disease emergence for the entirety of England in general. However, when we performed a finer analysis by location, we found that statistically significant associations between our predicted risk levels and actual disease emergence can only be seen in Suffolk/Ipswich, Staffordshire, Worcestershire, Dorset, North Yorkshire, Eden, North Kent and Bristol.

These results provide two important insights. Firstly, given that the association between predicted risk of fish disease emergence and observed fish disease emergence for the entirety of England was found to be statistically significant, proves that the [28] assumptions are globally valid, at least for England and that the risk classification developed in this study is valid. Secondly, the counties which show a statistically significant association between the predicted risk and actual disease emergence highlights the areas where special attention and resources can be diverted to control the emergence of diseases. It would be interesting to see whether the locations that were not found to have a statistically significant association with the proposed risk categorization correspond to locations where rigorous fish health checks are taking place to curb disease emergence. Next, we evaluated the association between our predicted risk and various pathogen lead diseases. These results are reported in Table 6.

Table 6. Association between risk of disease emergence and actual freshwater disease emergence by type.

| Disease | Chi-Square | $\boldsymbol{p}$-Value |
| :--- | :---: | :---: |
| Virus | 4.801 | $0.091^{*}$ |
| Bacteria | 6.116 | $0.047^{*}$ |
| Parasite | 1.446 | 0.485 |
| Fungus | 10.348 | $0.006^{*}$ |
| Unknown | 0.119 | 0.942 |

Note * indicates the associations are statistically significant based on a $p$-value of 0.01 .

The prediction of risk has a statistically significant association with actual disease emergence resulting from viruses, bacteria and fungi (Table 6). However, there is no statistically significant association between the risk levels and parasite and other unknown diseases. This suggests further research is required into identifying the factors influencing the emergence of parasites in freshwaters as the factors on which our prediction of risk is based do not appear to have a significant association.

In addition, we also test our risk categorization and its association with actual freshwater fish disease emergence further by seeking to quantify the linear or non-linear dependency between the two maps. For this purpose, we used Shannon's information theory [33] combined with the concept of mutual information. Mutual information results are able to show how much knowing the value of one random variable (risk levels) reduces uncertainty about another random variable (actual disease emergence). According to [34], Mutual Information (MI) can be summarised as:

$$
\begin{equation*}
I(X ; Y)=H(X)-H(X \mid Y)=H(Y)-H(Y \mid X))=H(X)+H(Y)-H(X, Y) \tag{9}
\end{equation*}
$$

where $H(X)$ and $H(Y)$ are estimates of Shannon entropy of the two random variables $X$ and $Y$ calculated based on the counts, $H(X \mid Y)$ and $H(Y \mid X)$ are the related conditional entropies, and $H(X, Y)$ is the joint Shannon entropy of $X$ and $Y$. Accordingly, we calculated the MI value for our random variables and the result was 0.99 . However, interpreting this value alone can be misleading, and therefore we relied on the standard measure for MI as adopted by [35];

$$
\begin{equation*}
\lambda=(1-\exp [-2 I(X ; Y)])^{1 / 2} \tag{10}
\end{equation*}
$$

As explained in [34], the significance of the $\lambda$ measure is that it captures the linear and nonlinear dependence between the two random variables. In this case, we are left with a $\lambda=0.93$, which suggests a very strong association between the predicted risk of disease emergence and the actual freshwater disease emergence, and thereby confirms that our risk categorization is valid and statistically significant.

Finally, we sought to determine the association between risk of fish disease emergence and number of fish farms since the literature suggests that areas in which there is high fish movement are generally correlated with high disease emergence. Accordingly, a high number of fish farms would suggest high fish movements in a particular region. The Chi-square results for association suggested that there was in fact a statistically significant association between risk of a disease emerging and the number of fish farms in England. To validate this result and further confirm its accuracy, we relied on Fishers exact test. The results from Fisher's exact test also confirmed that the findings based on the association test are indeed valid and reliable. Our results in this study confirm the related hypothesis is valid for England as reported in previous literature.

## 5. Conclusions

In this study, we propose a new categorization for classifying risk of freshwater fish disease emergence in England and test the validity of the classification using Chi-Square tests and Mutual

Information. We found that our classification is indeed reliable and able to provide useful insights for freshwater disease management in England. Using the proposed risk classification, we then built a SVM model for predicting the risk of freshwater fish disease emergence in England.

The results show that our proposed model is able to accurately predict low risk as low, medium risk as medium and high risk of disease emergence as high with average accuracy rates of over $90 \%$. Through our analysis, we also identify locations in England where there is likely to be an increased risk of freshwater disease emergence so that the relevant authorities could devote more time and resources to mitigate potential episodes of disease emergence. These areas include Suffolk/Ipswich, Staffordshire, Worcestershire, Dorset, North Yorkshire, Eden, North Kent and Bristol. The statistical analysis between the risk map and actual observed disease emergence map also shows that, in England, the current efforts by authorities to manage health check fish movements and could be leading to reduced recorded levels of freshwater fish disease emergence-the majority of the areas, which are predicted to have an increased risk do not correspond with actual disease emergence.

Whilst it would be beneficial to extrapolate the findings to the rest of the world, the fact that England is privy to a unique and advanced disease monitoring strategy hindered the expansion of the model to other parts of the world such as China and India which report the largest freshwater aquaculture use. This further highlights a limitation of the proposed SVM model as it can only work well in countries with advanced monitoring strategies such as England. However, the theory underlying this model is useful in predicting high and low risk areas with high accuracy levels and thereby shows the potential for predicting freshwater disease emergence globally in the future. Nevertheless, those intending on adopting this same model for extrapolating beyond England, should bear in mind that the local level of connectivity/human population density may influence the level of risk as established for England.
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