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Abstract: Rainfall prediction is a fundamental process in providing inputs for climate impact studies
and hydrological process assessments. Rainfall events are, however, a complicated phenomenon and
continues to be a challenge in forecasting. This paper introduces novel hybrid models for monthly
rainfall prediction in which we combined two pre-processing methods (Seasonal Decomposition
and Discrete Wavelet Transform) and two feed-forward neural networks (Artificial Neural Network
and Seasonal Artificial Neural Network). In detail, observed monthly rainfall time series at the
Ca Mau hydrological station in Vietnam were decomposed by using the two pre-processing data
methods applied to five sub-signals at four levels by wavelet analysis, and three sub-sets by seasonal
decomposition. After that, the processed data were used to feed the feed-forward Neural Network
(ANN) and Seasonal Artificial Neural Network (SANN) rainfall prediction models. For model
evaluations, the anticipated models were compared with the traditional Genetic Algorithm and
Simulated Annealing algorithm (GA-SA) supported by Autoregressive Moving Average (ARMA) and
Autoregressive Integrated Moving Average (ARIMA). Results showed both the wavelet transform
and seasonal decomposition methods combined with the SANN model could satisfactorily simulate
non-stationary and non-linear time series-related problems such as rainfall prediction, but wavelet
transform along with SANN provided the most accurately predicted monthly rainfall.
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1. Introduction

Understanding future behaviors of precipitation is important to make plans and adaptation
strategies, but the climate system is very complex and normally required sophisticated mathematical
models to simulate [1,2]. Additionally, modeling the variabilities of rainfall events becomes more
challenging when local-scale projections are required. There are numerous methods for rainfall
prediction which can be categorized into three groups, including statistical, dynamic and satellite-based
methods [3,4]. Statistical methods are, however, still a standard in rainfall forecasting because of their
inexpensive computational demands and time-consuming nature. Moreover, when a comprehensive
understanding of underlying processes is required, the statistical modeling paradigm is favored.

There are a number of statistical methods and their applications in environmental studies,
particularly in nonlinear hydrological processes [5]. The most traditional statistical method applied in
hydrology is Autoregressive Integrated Moving Average (ARIMA) [6–9]. ARIMA was employed
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in rainfall-runoff forecasting [10,11] and in the prediction of short-term future rainfall [12,13].
For real-time food forecasting, Toth et al. [14] already made a comparison between short-time
rainfall prediction models. Several variants of the Autoregressive Moving Average (ARMA) and
nearest-neighbor methods were employed for tropical cyclone rainfall forecasting. Nevertheless, there
is a limitation in using the ARMA and ARIMA models in which the accuracy of these models depends
significantly on user experience.

To overcome this disadvantage, the Genetic Algorithm and Simulated Annealing (GA-SA)
algorithm was proposed to improve the performance of this model by automatically finding optimal
parameters for time series prediction [15]. In the case of genetic algorithms (GAs), the searching
technique is originated from the theory of natural evolution mechanisms. GAs are very useful
algorithms for searching and have accomplished much more advantages than the traditional ARIMA
method. The advantages of GAs include their ease of use, flexibility and capacity to be broadly applied
and to easily find a near optimal solution for various problems [16]. As a result, GAs become widely
adopted in solving issues in the meteorological and hydrological fields [17–20]. Cortez et al. [21] then
proposed meta-genetic algorithms (Meta-GAs) to look for parameters for the ARMA model with a
two-level algorithm. Son et al. [15] extended Meta-GAs by using both SA and GA to further improve
the performance of predictions. Yu-Chen et al. [16] used a hybrid GA and SA combined with fuzzy
programming for reservoir operation optimization. Besides the mentioned methods, another method
called Artificial Neural Network (ANN) was also applied widely in rainfall-runoff predictions [22–25],
streamflow forecasting [26,27], and rainfall simulation [28].

ANN has been applied in time series-related problems. Although, it was found that a single ANN
model was not able to successfully cope with seasonal features [29–31], other investigations stated
that promising results could be obtained by using an appropriate ANN model [14,32,33]. Coskun
Hamzacebi [34], for example, suggested an ANN structure for seasonal time series forecasting with a
higher accuracy and lower prediction error than other methods. Furthermore, Edwin et al. [35] and
Benkachcha et al. [36] proposed a combined method, including seasonal time series forecasting based
on ANN. This study also concluded that ANN could yield promising predictions.

Rainfall is well known as a natural phenomenon that can be considered as a quasi-periodic
signal with frequently cyclical fluctuations, including diverse noises at different levels [37,38]. As a
result, although the application of ANN in weather forecasting has been scrutinized deeply in the
literature [39–44], due to its seasonal nature and nonlinear characteristics, hybrid methods should
be applied to overcome the difficulties in rainfall forecasting. Wong et al. [45] proposed to use ANN
and Fuzzy logic for rainfall prediction when ANN and Autoregressive integrated moving average
(ARIMA) were adopted in Somvanshi et al. [28]. Others like Xinia et al. [46] adopted empirical mode
decomposition (EMD) and the Radial Basic Function network (RBFN) for rainfall prediction. We found
that there were not any studies that applied a seasonal decomposition combined with a seasonal
feed-forward neural network to improve rainfall prediction. There also have not been any prior studies
which employed a wavelet transform combined with seasonal feed-forward neural network for time
series prediction with seasonal characteristics.

Therefore, the main objective of this study is to propose new hybrid models in the field
of hydrology, especially for rainfall prediction. This can be achieved by combining two
data-pre-processing techniques with the Artificial Neural Network (ANN) and Seasonal Artificial
Neural Network (SANN) models. The effectiveness and accuracy of these proposed hybrid models
would be evaluated by comparisons with a single ANN. The proposed models would be then also
compared with the GA-SA algorithm in the traditional ARIMA model. The paper is organized as
follows: The details of the methodology used in this paper are shown in Section 2. Data analysis and
pre-processing methods are described in Section 3, and Section 4 provides the application of models;
finally, Section 5 shows the experiment results and discussion when Section 6 summarizes the content
of the whole paper.
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2. Methodology

2.1. Artificial Neural Network (ANN)

ANN is a common terminology, covering various variants of network architectures in which
the most common is the multilayer feed-forward neural network (MFNN or FNN in short). An
ANN model comprises of numerous artificial neurons, also known as processing elements or nodes.
Each network has several layers: An input, output, and one or more hidden layers; each layer has
several neurons.

The whole network is constructed from some layers of neurons in a way that each neuron in a
certain layer is linked to neurons in other layers (immediately before and after) through weighted
connections. Neurons can be described as mathematical expressions that can filter network signals.
From linked neurons in previous layers, summed weighted inputs and bias units are passed onto
a single neuron. The purpose of bias units is to adjust the inputs to practical and useful ranges, so
that the neural networks could converse more easily. The combined summation result is then passed
through a transfer function to generate neuron outputs. This output is then carried through weighted
connections to neurons in the next layer, where then this procedure is repeated until the output
layer. The weight vectors linking different network nodes are calculated by an error back-propagation
method. During a model training process, these parameter values are updated so that the ANN output
resembles the measured output of a known dataset [47,48]. A trained response is obtained by adjusting
the weights of the connections in the network as to minimize an error criterion. Validating then can
reduce the likelihood of overfitting. Upon the network being trained so that it simulates the most
accurate response to input data, testing is then conducted to evaluate how the ANN model performs
as a predictive tool [49]. Shahin et al. [50] illustrated the structure and process for node j of an ANN
model as in Figure 1.
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Figure 1. Conceptual model of a multilayer feed-forward artificial network with one hidden layer.

2.2. Seasonal Artificial Neural Network (SANN)

ANN can remove seasonal effects from time series, while still making successful forecasts [34].
To include the seasonal effects, the s parameter can be used to represent, for example, a monthly
frequency (in monthly time series, s would then be equal to 12). The ANN prediction performance in
seasonal time series forecasting can also be increased by detailing the number of input neurons with
the parameter s. For this type of network structure, the ith seasonal period observation is the value of
input neurons, and (i + 1)th is the value of the seasonal period observation output neurons. One of
the ANN models best captured the seasonal effects is the Seasonal Artificial Neural Network (SANN)
using the Levenberg–Marquardt (LM) learning algorithm.

In this paper, a one-layer feed-forward network with the seasonal architecture was chosen, which
consisted of an input layer with m = (k × s) nodes, where s is a constant equal to 12 for monthly time
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series and k is a coefficient depending on selected pre-processing methods. Two different pre-processing
methods were applied, including Decomposition of raw data and Discrete Wavelet Transform (DWT).
In the decomposition method, the raw data is decomposed into three subsets (k = 3) and in the DWT
method, the original data is divided into five subsets (k = 5) (for the raw data only k = 1). The hidden
layer consisted of n = 3, 5, 8, 10 and 15 neurons, and the output layer had only one node. The transfer
function in the hidden layer for all cases was the Tan-sigmoid function and linear functions used for
output layers. The SANN architectures can be described by the following equation:

Yt+l =
n

∑
j=1

LWjl f

(
m=ks

∑
i=1

IWijYt−i + bj

)
+ bl (1)

where Yt+l (l = 1, 2, . . . , m) represents the predictions for the future s periods; Yt−i (i = 1, 2, . . . , m)
are the observations of the previous s periods; IWij (i = 1, 2, . . . , m; j = 1, 2, . . . , n) are the weights
of connections from an input layer’s neuron to a hidden layer’s neuron; LWjl (j = 1, 2, . . . , n; l = 1, 2,
. . . ,m) are the weights of connections from a hidden layer’s neuron to an output layer’s neuron; bl (j =
1, 2, . . . , n) and bj (j = 1, 2, . . . , n) are the weights of bias connections and f is the activation function.

2.3. ARIMA and GA-SA Models

The main application of the Autoregressive Integrated Moving Average (ARIMA) model is to
forecast time series that can be stationarized using transformations like differencing and logging.
ARIMA which was first introduced by Box and Jenkins [51] as a well-tuned form of random-walk
and random-trend models. To remove any indications of autocorrelation from forecasting errors, this
fine-tuning included the addition of lags of the differenced series and/or lags of the forecast errors to
the prediction equation.

yt = θo + φ1yt−1 + φ2yt−2 + . . . + φpyt−p + εt − θ1εt−1 − θ1εt−1 − . . .− θqεt−q (2)

where ϕi (i = 1, 2, . . . , p) and θj (j = 0, 1, 2, . . . , q) are model parameters; p and q are integers and
referred as orders of the model; yt and εt are the actual value and random error at the time period t,
respectively; random errors, εt, are presumed to be identically distributed with a mean of zero and a
constant variance of σ2 and independent of each other’s values.

Based on the process of genetic changes in living organisms (GA) and thermodynamic principles
(SA), GA-SA was developed. Through systematic and paralleled ways, GA algorithms allow for
a global search when SA methods generate local solutions that could theoretically converge to the
global optimum solution with unit probability [52]. GA-SA can improve ARMA in terms of model
selection [15]. In a GA-SA model, selecting model parameters can be performed by SA at high levels,
and the selection of parameters for models was carried out by GA at low levels as described in Figure 2.
The pseudo code for the structure of the GA-SA model is presented in Table 1.

J 2018, 1, x FOR PEER REVIEW  4 of 19 

 

In this paper, a one-layer feed-forward network with the seasonal architecture was chosen, 
which consisted of an input layer with m = (k × s) nodes, where s is a constant equal to 12 for monthly 
time series and k is a coefficient depending on selected pre-processing methods. Two different pre-
processing methods were applied, including Decomposition of raw data and Discrete Wavelet 
Transform (DWT). In the decomposition method, the raw data is decomposed into three subsets (k = 3) 
and in the DWT method, the original data is divided into five subsets (k = 5) (for the raw data only k = 1). 
The hidden layer consisted of n = 3, 5, 8, 10 and 15 neurons, and the output layer had only one node. 
The transfer function in the hidden layer for all cases was the Tan-sigmoid function and linear 
functions used for output layers. The SANN architectures can be described by the following equation: 

௧ܻା௟ =෍܅ۺ௝௟݂௡
௝ୀଵ ൭ ෍ ௧ି௜܇௜௝܅۷ + ௝௠ୀ௞௦࢈

௜ୀଵ ൱ +  ௟ (1)࢈

where Yt+l (l = 1, 2,…, m) represents the predictions for the future s periods; Yt−i (i = 1, 2, …, m) are the 
observations of the previous s periods; IWij (i = 1, 2,…, m; j = 1, 2,…, n) are the weights of connections 
from an input layer’s neuron to a hidden layer’s neuron; LWjl (j = 1, 2, …, n; l = 1, 2, …,m) are the 
weights of connections from a hidden layer’s neuron to an output layer’s neuron; bl (j = 1, 2,…, n) and 
bj (j = 1, 2, …, n) are the weights of bias connections and f is the activation function. 

2.3. ARIMA and GA-SA Models 

The main application of the Autoregressive Integrated Moving Average (ARIMA) model is to 
forecast time series that can be stationarized using transformations like differencing and logging. 
ARIMA which was first introduced by Box and Jenkins [51] as a well-tuned form of random-walk 
and random-trend models. To remove any indications of autocorrelation from forecasting errors, this 
fine-tuning included the addition of lags of the differenced series and/or lags of the forecast errors to 
the prediction equation. ݕ௧ = ௢ߠ + ߶ଵݕ௧ିଵ + ߶ଶݕ௧ିଶ + ⋯+ ߶௣ݕ௧ି௣ + ௧ߝ − ௧ିଵߝଵߠ − ௧ିଵߝଵߠ − ⋯−  ௧ି௤ (2)ߝ௤ߠ

where φi (i = 1, 2, …, p) and θj (j = 0, 1, 2, …, q) are model parameters; p and q are integers and referred 
as orders of the model; yt and εt are the actual value and random error at the time period t, 
respectively; random errors, εt, are presumed to be identically distributed with a mean of zero and a 
constant variance of σ2 and independent of each other’s values. 

Based on the process of genetic changes in living organisms (GA) and thermodynamic principles 
(SA), GA-SA was developed. Through systematic and paralleled ways, GA algorithms allow for a 
global search when SA methods generate local solutions that could theoretically converge to the 
global optimum solution with unit probability [52]. GA-SA can improve ARMA in terms of model 
selection [15]. In a GA-SA model, selecting model parameters can be performed by SA at high levels, 
and the selection of parameters for models was carried out by GA at low levels as described in Figure 
2. The pseudo code for the structure of the GA-SA model is presented in Table 1. 

 
Figure 2. Structure of a Genetic Algorithm and Simulated Annealing (GA-SA) algorithm. 

Table 1. Simulated annealing (left) and genetic frame-work (right) used in this GA-SA algorithm [15]. 

Algorithm 1: Simulation of Annealing Algorithm 2: Genetic Frame-Work 

Figure 2. Structure of a Genetic Algorithm and Simulated Annealing (GA-SA) algorithm.



J 2019, 2 69

Table 1. Simulated annealing (left) and genetic frame-work (right) used in this GA-SA algorithm [15].

Algorithm 1: Simulation of Annealing Algorithm 2: Genetic Frame-Work

Select an initial solution
Select an initial temperature t = to > 0
Select number of phases maxphase
Select a temperature reduction coefficient α
While phase < maxphase
While iteration_count < nrep
/* s is a neighbor solution of s0 */
Randomly select s ∈ N(s0);
/* compute the change in cost function */
δ = f (s) − f (s0)
if δ < 0 then so = s
else
generate random x ∈ [0, 1]
if x < exp(−δ/t) then so = s
t = t * α

Initialize population with random candidate
solutions
Evaluate each candidate
repeat
repeat
Select parents
Recombine pairs of parents
Mutate the resulting children
until iteration_count = num_mate
Evaluate children
Select individuals for the next generation
until Termination-Condition is satisfied

3. Data Analysis

3.1. Data Selection

All models developed in this study used data from the Ca Mau hydrological gauging station
at Ca Mau province, Vietnam (Location: 9◦10′24′ ′ N latitudes and 104◦42′–105◦09′16′ ′ E longitudes),
which was provided by Southern Hydro-Meteorological Center. This station was chosen because it
could provide long-term and reliable data series and showed clear seasonal effects. Data from this
station was also used in Dang et al. [53] to model hydrological processes in the Mekong Delta. For this
specific station, rainfall (Rt) time series on a monthly scale were collected over 39 years (1971–2010).

As aforementioned, the whole data series was divided into three subsets for training, validating
and testing and normalized in a range of [0, 1] before training. This was done by allocating data from 1
January 1979 to 31 December 2004 (85% of entire data) for training and validating, and data from 1
January 2005 to 31 December 2010 (15% of entire data) for testing. Statistical results for the training,
validating and testing processes are listed in Table 2, including mean, maximum, minimum, standard
deviation (Sd), skewness coefficient (Cs), and autocorrelations from 1-day lag to 3-day lag (R1, R2, and
R3). It is important to note that ANN, and other data-driven methods, best performs when there is
no extrapolation outside the data range that is used in training the models. Therefore, the extreme
values of the whole dataset should present in the training dataset. In Table 2, the extreme values of
R were within the training set range. When high skewness coefficients may reflect the substantially
low performance of the models [54], the skewness coefficients in our models were low. The table
also shows comparable statistical characteristics between the datasets, most obviously between the
autocorrelation coefficients of the validating and testing sets.

Table 2. Statistical analysis for training, validation, testing, and whole dataset.

Statistical Parameters Training Set Validation Set Testing Set Whole Data

Min 0 0 0 0
Max 782.1 748.7 656 782.1

Mean 198.29 223.798 196.655 202.43
Sd 170.266 176.683 166.183 170.53
Cs 0.568 0.559 0.437 0.543
R1 0.568 0.480 0.629 0.565
R2 0.297 0.239 0.339 0.298
R3 −0.003 0.057 0.049 0.023
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3.2. Data Pre-Processing

3.2.1. Seasonal Decomposition (SD)

Seasonal decomposition is a statistical analysis to separate the features of data into different
components, each representing one of the underlying categories of patterns. This structural model
enables each of the components to be isolated and analyzed separately. There are three decomposition
models normally used in time series analysis: Additive, Log-additive, and multiplicative models [55].
By comparing the three models, we chose the multiplicative decomposition model. There were two
reasons: (i) The multiplicative form’s seasonal factor is relative to the original series value, and (ii) most
positive-value seasonal time series which have the magnitude of seasonal oscillations increase to the
size of the original series [56,57]. More details of this method can be found in Shuai et al. [57]. Figure 3
depicts the general assembly of decomposition, a process by which the original data is decomposed
into the trend cycle (TR), seasonal component (S) and irregular fluctuations (IR) [36].
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Figure 3. Decomposition of time series data into three components.

In this study, a multiplicative model was used to decompose the monthly rainfall time series (yt)
into a multiplication of the three components as follows:

yt = TR× S× IR (3)

The trend cycle (TR) is estimated by a 13-term Henderson moving averages filter. This filter
can eliminate almost all irregular variations and smooth time series data. The weights of the filter
introduced in the middle of a time series are symmetric, while those at the end are asymmetric [58].
The seasonal component (S) is calculated using a 5-term M (3, 3) seasonal moving averages. This
method is also used for smoothing time series by weighted averaging. We used a 3 × 3 composite
moving average on the seasonal-irregular (S × IR) component for each month separately. The weights
for these moving averages are (1, 2, 3, 2, 1)/9. This averaging “moves” over time, in the sense that
each data point is chronologically added to the averaging range, while the eldest data point in the data
range that is averaged is removed. Eventually, the irregular component (IR) is calculated as:

IR =
yt

TR× S
. (4)

3.2.2. Wavelet Transform (WT)

WT is an effective technique in capturing different characteristics of a target time series as well
as in detecting special events in time series that are localized and nonstationary. This method is a
useful tool for signal processing that can be implemented in time series analysis [59]. WT is similar to
the Fourier transform, in that the time series is represented as a linear combination of base functions,
while it can handle the disadvantage of the Fourier transform [60,61]. Translation and dilations of the
mother wavelet function are the base functions for WT. In Figure 4 some important mother wavelets
are illustrated.
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The current study deals only with the key ideas of Discrete Wavelet Transform (DWT). A
mathematical synopsis of WT and a presentation of applications is shown by Labat et al. [62]. DWT
decomposes the signal into a mutually orthogonal set of wavelets defined by the equation:

ψj,k(x) = 2j/2ψj,k

(
2jx− k

)
(5)

where ψj,k(x) is produced from a mother wavelet ψ(x) which is dilated by j and translated by k. The
mother wavelet has to satisfy the condition∫

ψ(x)dx = 0. (6)

The discrete wavelet function of a signal f (x) can be calculated as follows:

cj,k =
∫ ∞

−∞
f (x)ψ∗j,k(x)dx, (7)

(x) = ∑
j,k

cj,kψj,k(x) (8)

where cj,k is the approximate coefficient of signals. The mother wavelet is formulated from the scaling
function ϕ(x) as:

ϕ(x) =
√

2 ∑ h0(n)ϕ(2x− n), (9)

ψ(x) =
√

2 ∑ h1(n)ϕ(2x− n) (10)

where h1(n) = (−1)nh0(1− n). Different sets of coefficients h0(n) can be found corresponding to
wavelet bases with various characteristics. In DWT, coefficient h0(n) plays a critical role [63].

When applying WT, selecting the mother wavelet is important. Daubechies and Meyer wavelets
have been proven effective in hydrological time series modeling [37,61,64]. For the rainfall time series
in this study, following the successful approach of Rajaee et al. [61] and Liu et al. [65], we applied the
Meyer and Daubechies mother wavelets of order 4 and 2.

4. Model Application

4.1. Combination of Models

In this study, the two different pre-processing methods were combined with the ANN or SANN
models, generating four possible combinations, to predict rainfall up to one month in advance. The
structure of the combinations of the models is illustrated in Figure 5. Applying the discrete wavelet
transform and seasonal decomposition, as pre-processing methods, can be very advantageous to make
the neural network training more efficient.
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DWT can capture rainfall time series characteristics and detect localized phenomena of
nonstationary time series. For accomplishing this, the decomposition of measured rainfall time
series to multi-frequent time series Rd1(t), Rd2(t), . . . , Rdi(t), Ra(t), where Rd1(t), Rd2(t), . . . , Rdi(t),
and Ra(t), which are the details and approximation of rainfall time series, respectively, must first be
completed. The variable di is the ith level of the decomposed time series and signifies the approximate
time series. In this paper, the observed R time series were decomposed using three different mother
wavelets in four levels. These three wavelet mother functions are depicted in Figure 4. The R signal
decomposed to level 4 yields 5 sub-signals (the approximation at level 4 and detail at levels 1, 2, 3 and
4) by the Daubechies-2, 4 (db2 and db4) and Meyer wavelets. Figure 6 shows these sub-signals for the
Meyer mother wavelet. It is important to note that the focus of the current study is to evaluate the
effectiveness and accuracy of the proposed hybrid models, and not assessing the effects of different
decomposition levels and sensitivity of the mother wavelet types in pre-processing by DWT.J 2018, 1, x FOR PEER REVIEW  9 of 19 
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The seasonal decomposition method is rooted in the notion that improvements of a forecast can
be attained if the attributes of a data pattern can be separately identified. This model divides the
original data into trend cycles TR(t), seasonality S(t), and irregular component IR(t). By considering
each of these components separately as distinct inputs, the ANN model can be trained more efficiently.
Figure 7 shows the three sub-sets of seasonal decomposition.
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Finally, the pre-processed data were imposed to the ANN or SANN models and four possible
combinations were created. Since there was no special rule for ANN and SANN model development,
a trial and error method must be used to find the best network’s configuration. However, using the
Kolmogorov’s theorem, Marques [66] and Hornik [67] stated that if there were enough neurons in a
hidden layer, only one hidden layer should be sufficient to ensure that the network had the properties
of a universal approximator for several problems [49]. Moreover, studies of [68–70] further proved
that ANN with only one hidden layer can be used for different hydraulic and hydrologic modelling.
It is shown that ANN is complex enough to accurately simulate nonlinear features of hydrological
processes, such that by increasing the number of hidden layers the performance of the network does
not improve significantly [49,61]. It is also validated that the Levenberg–Marquardt method is by far
the most powerful learning algorithm that can be used for neural network training [37,71].

Another important concern is what type of activation function is selected for nodes. The most
readily chosen functions include the Sigmoid and linear activation functions for hidden and output
nodes, respectively. This allows for an ANN model to be more effective [61]. As a result, we fixed
the number of hidden layers, activation functions, and learning algorithms to then investigate the
optimum network architectures by only changing the number of hidden neurons from 3, 5, 8, 10 and
15. The optimal architectures selection is based on minimizing the difference between the predicted
values of the neural network and the expected outputs. Model training is stopped when either an
acceptable error level is achieved, or the number of iterations surpasses a fixed threshold. Fifty trials
were tested when modifying the hidden neurons, a process that serves as the datum for assessing the
performance of mean values, and the early stopping technique was applied to avoid overfitting. After
applying the trial and error procedure, optimal model parameters of ANN and SANN for rainfall
prediction was found for each combination.

4.2. Model Evaluation

Only the correlation coefficient (R) is inadequate for evaluating prediction models (e.g., Legates
and McCabe [72]). Legates and McCabe [72] suggested model performance evaluations must include
at least one goodness-of-fit or relative error measure (e.g., correlation coefficient: R) and one absolute
error measure (e.g., mean absolute error: MAE, or root mean square error: RMSE). This study evaluated
the performances of the ANN models via R, RMSE, and MAE. The correlation coefficient (R) quantifies
the degree of similarity among the predicted and actual values. This index also measures how well
independent variables that have been considered account for the variance of measured dependent
variables. A greater predictive capability of a model is correlated to higher values of R, where
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values close to one indicate that the predicted values are nearly identical to the actual values. The
square error of the prediction related to actual values, along with the square root of the summation
value, is computed via RMSE. This parameter is then to be considered the average distance a data
point is from the fitted line measured in the vertical direction. To supplement the RMSE, the mean
absolute error, MAE, is a quantity that can measure how close predictions are to the measured outputs.
The MAE calculates the average difference of error between the predicted and actual values without
distinguishing the direction of the error. High confidence in predicted values of a model are understood
when the values of RMSE and MAE are low.

5. Results and Discussion

The two different pre-processing mentioned above were used for predicting monthly rainfall time
series at the Ca Mau station, Vietnam. Seasonal decomposition (SD) and discrete wavelet transform
(DWT) were used in conjunction with ANN and SANN to predict monthly rainfall time series. As a
result, the four different hybrid models were introduced, and the prediction results were compared
with the ANN, SANN, ARIMA, and GA-SA models. Tables 3 and 4 present the statistical performance
indices of the 10 models for the testing and whole datasets, respectively. As can be seen from both
the tables, the Meyer wavelet transform combined with SANN yielded a better result than other nine
models for the testing phase. The obtained results indicated that DWT is better than SD. According to
Table 3, the combination of Mayer wavelet and SANN trained with LM with 5 neurons provided the
best efficiency with the highest value of R = 0.997 and the lowest RMSE of 12.105 mm and MAE of 9.321
mm. For the combinations between the SANN model and the two pre-processing methods, networks
trained with 3 to 5 neurons showed good results and fast convergence because the input data contains
the seasonality and periodic characteristics. While using wavelet transformation with the Daubechies
wavelet of order 4 and 2, ANN required a higher number of neurons than SANN. With 10 neurons and
applying the db2 and db4 wavelet transforms, the statistical performance for the model numbers 5
and 8, including R, RMSE, and MAE, varied in the ranges of 0.929 to 0.961, 62.108 to 46.109 mm, and
48.078 to 36.949 mm, respectively. These results demonstrated that without applying pre-processing
methods, both ANN and SANN yielded the lowest performance with R, RMSE, and MAE equal to
0.806, 98.311 mm, 74.054 mm and 0.829, 92.886 mm, 74.225 mm, respectively. This proved the role of
data pre-processing in improving model performances.

The accuracy of most of the models was reduced when the numbers of neurons in the networks
increased to 10 or more (Tables 3 and 4). The reason behind this might be due to overfitting during
the training of the network. A comparison between seasonal decomposition and wavelet transform
shows that the combination of DWT (Meyer mother wavelet) with both the ANN and SANN models
statistically performed better when R, RMSE, and MAE equaled to 0.980, 33.531 mm, 26.354 mm and
0.998, 9.425 mm, 6.685 mm for the whole dataset, respectively. Seasonal decomposition also proved its
capacity to cope with the time series data with non-stationarity and seasonal features. However, this
method was less accurate compared to the wavelet transform method. The combination of seasonal
decomposition and SANN provided relatively good results, but less accurate than wavelet transform
(db2, db4) combined with SANN. In general, both the pre-processing methods combined with SANN
produced acceptable predictions for monthly rainfall time series.

For the best four proposed hybrid models, the temporal variations of the observed and predicted
rainfall are illustrated in Figures 8 and 9. It is important to notice how the Meyer wavelet transform
in combination with the ANN and SANN models when trained with LM produced better results for
predicting rainfall than the other nine models. The regression line of these two models’ predicted
values were closer to the 45◦ straight lines when compared with the others. It was also clear that most
of the hybrid models using ANN underestimated measured values, except for the case of using the
DWT pre-processor. The most accurate result was the combination of Meyer mother wavelet and
SANN, where predicted peaks fitted relatively well and were consistent with observed rainfall peaks.
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Table 3. Statistical performance of different combined models (testing dataset).

No. of Model Pre-Processing Method Model Statistical Performance
Number of Neurons

3 5 8 10 15

1
-

ANN

R 0.7948 0.8092 0.8061 0.7770 0.7248
- RMSE 103.9385 101.4842 98.3109 104.9657 114.1420
- MAE 84.3679 80.4982 74.0538 78.6600 82.7604

2
- R 0.8432 0.8601 0.8408 0.8118 0.8300

SD RMSE 89.3413 85.5113 90.2806 101.5413 93.3553
- MAE 66.1147 66.0452 69.2322 80.5990 70.6810

3 DWT (Meyer)
R 0.9802 0.9819 0.9723 0.9776 0.9612

RMSE 33.0155 31.5850 38.7293 34.7847 45.9508
MAE 25.4845 24.6434 30.0314 27.5218 37.7463

4 DWT (db2)
R 0.9248 0.9237 0.9107 0.9299 0.8146

RMSE 65.9907 64.0403 70.8502 62.1080 95.9548
MAE 52.6840 52.0136 54.0858 48.0775 71.8549

5 DWT (db4)
R 0.9625 0.9567 0.9617 0.9564 0.8889

RMSE 45.1868 55.3045 46.7715 48.7092 76.6024
MAE 33.6868 44.3377 36.2730 38.0701 61.1264

6 -

SANN

R 0.8300 0.8287 0.8049 0.8171 0.8112
RMSE 94.8723 92.8862 99.5541 96.0473 97.0712
MAE 78.8377 74.2247 79.1828 78.0073 76.7192

7 SD
R 0.9507 0.9102 0.9284 0.9268 0.9211

RMSE 52.1441 69.3786 61.9278 63.6088 65.1701
MAE 42.6135 54.1883 49.4063 49.5467 51.9533

8 DWT (Meyer)
R 0.9927 0.9973 0.9968 0.9955 0.9951

RMSE 20.4926 12.1045 15.0972 16.0551 16.5294
MAE 15.5346 9.3213 11.7802 12.4678 11.8652

9 DWT (db2)
R 0.9624 0.9458 0.9479 0.9338 0.9352

RMSE 45.8911 55.3706 53.3337 59.1869 58.8830
MAE 37.6343 43.2339 41.6543 47.8722 45.4037

10 DWT (db4)
R 0.9570 0.9487 0.9531 0.9612 0.9452

RMSE 49.9123 52.6379 50.2059 46.1096 55.2336
MAE 38.7917 39.2650 37.7869 36.9486 44.3607

Table 4. The statistical performance of different combined models (whole dataset).

No. of Model Pre-Processing Method Model Statistical Performance
Number of Neurons

3 5 8 10 15

1
-

ANN

R 0.7185 0.7389 0.7496 0.7323 0.7340
- RMSE 119.3717 116.1545 112.7167 116.2497 115.5481
- MAE 92.9199 90.6317 82.9759 85.3620 85.2603

2
- R 0.8305 0.8569 0.8344 0.8627 0.8497

SD RMSE 94.8184 88.0335 94.2725 87.7624 91.2737
- MAE 68.5089 60.6942 69.5760 62.6814 64.6820

3 DWT (Meyer)
R 0.9740 0.9804 0.9773 0.9791 0.9721

RMSE 38.5218 33.5312 36.1287 34.6227 39.9093
MAE 30.5493 26.3544 27.7637 27.0257 30.1284

4 DWT (db2)
R 0.9174 0.9295 0.9290 0.9498 0.8475

RMSE 69.0054 63.0776 64.3189 54.4427 90.2813
MAE 54.3111 48.8261 47.7219 39.6865 67.9992

5 DWT (db4)
R 0.9639 0.9596 0.9611 0.9597 0.9196

RMSE 45.4499 53.0644 47.5084 47.8804 66.8622
MAE 34.4683 40.9454 36.4628 30.7056 47.5880

6 -

SANN

R 0.8010 0.8164 0.8070 0.8200 0.8213
RMSE 102.2606 97.1078 100.3804 96.7091 96.1686
MAE 79.9284 70.2974 73.5328 73.3155 71.8607

7 SD
R 0.9690 0.9393 0.9607 0.9521 0.9275

RMSE 41.5860 57.7945 46.8358 52.4555 63.0528
MAE 31.3174 41.0834 31.3976 38.5993 47.0755

8 DWT (Meyer)
R 0.9919 0.9985 0.9965 0.9967 0.9972

RMSE 22.0805 9.4251 15.4858 13.7718 12.5305
MAE 14.8010 6.6855 9.8296 10.0559 7.2495

9 DWT (db2)
R 0.9674 0.9593 0.9632 0.9615 0.9618

RMSE 42.9408 47.5008 45.2887 46.2991 46.1271
MAE 31.6252 34.3351 32.4117 33.7197 32.1644

10 DWT (db4)
R 0.9747 0.9716 0.9744 0.9765 0.9639

RMSE 37.9720 40.6086 37.8868 37.4568 44.8296
MAE 24.7977 29.0884 24.3499 26.9415 27.2420
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it has a complicated structure. Compared to model number 1 and 6, the GA-SA performance is in line 
with them. The most important disadvantage of GA-SA is that there is no gradient descent in 
searching and training data application so that the training process is based on the trial and error 
method and user experiences. We created the Taylor diagram (Figure 11) to illustrate the 
performances of all the eight models with describing the correlation and standard deviation 
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located nearest the reference curve with the correlation R = 0.997, and after that, the combination of 
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Figure 9. Predicted rainfall using Seasonal Artificial Neural Network (SANN) for the testing period; (a)
no pre-processing, (b) pre-processed by seasonal decomposition, (c) pre-processed by discrete wavelet
transform (Meyer).

In this study, we also compared the proposed methods with traditional models, namely ARIMA
and GA-SA. Table 5 presents comparisons of the statistical performance between our proposed hybrid
methods and the ARIMA and GA-SA models. The results show that the ARIMA model produced the
lowest performance and poor prediction in which R, RMSE, and MAE (Figure 10) equaled to 0.763,
108.07 mm, 83.234 mm. This is because this model is simple and has a linear structure that does not
have the ability in capturing the seasonal characteristics of time series data and non-stationarity feature
of rainfall. For the GA-SA model, although we can apply GA algorithms for global searching and
SA methods for optimizing the simulation of a local solution, this model still has some limitations.
The training process of the GA-SA model is considerably time-consuming, and it has a complicated
structure. Compared to model number 1 and 6, the GA-SA performance is in line with them. The most
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important disadvantage of GA-SA is that there is no gradient descent in searching and training data
application so that the training process is based on the trial and error method and user experiences.
We created the Taylor diagram (Figure 11) to illustrate the performances of all the eight models
with describing the correlation and standard deviation simultaneously. Figure 11 shows that the
combination of Meyer wavelet and SANN (number 6) located nearest the reference curve with the
correlation R = 0.997, and after that, the combination of Meyer wavelet and ANN (number 5) also
resulted in a close relationship between predicted and reference values (R = 0.982).J 2018, 1, x FOR PEER REVIEW  15 of 19 

 

  

 
 

Figure 10. Predicted rainfall using (a) Autoregressive Integrated Moving Average (ARIMA), and (b) 
GA-SA models for the testing period. 

 
Figure 11. Taylor diagram for comparing the statistical performance of eight models. 

  

Figure 10. Predicted rainfall using (a) Autoregressive Integrated Moving Average (ARIMA), and (b)
GA-SA models for the testing period.



J 2019, 2 79

J 2018, 1, x FOR PEER REVIEW  15 of 19 

 

  

 
 

Figure 10. Predicted rainfall using (a) Autoregressive Integrated Moving Average (ARIMA), and (b) 
GA-SA models for the testing period. 

 
Figure 11. Taylor diagram for comparing the statistical performance of eight models. 

  

Figure 11. Taylor diagram for comparing the statistical performance of eight models.

Table 5. Comparison of proposed methods and ARIMA and Genetic Algorithm and Simulated
Annealing algorithm (GA-SA) methods for the testing period.

Methods R RMSE MAE

ARIMA 0.7628 108.070 83.235
GA-SA 0.8190 96.000 76.595

Raw data + ANN 0.8061 98.311 74.054
Raw data + SANN 0.8287 92.886 74.225

SD + ANN 0.8601 85.511 66.045
SD + SANN 0.9507 52.144 42.614

Meyer Wavelet + ANN 0.9819 31.585 24.643
Meyer Wavelet +

SANN 0.9973 12.105 9.3213

6. Conclusions

This study attempted to investigate the applicability of several hybrid models in predicting
monthly rainfall at the Ca Mau meteorological station in Vietnam. These hybrid models were developed
by combining the two pre-processing data methods, including seasonal decomposition and wavelet
transform, with the ANN and SANN models. By comparing predicted results, we found that the
combination of the Meyer wavelet and SANN model provided the best prediction of rainfall compared
to the other models. We also compared the proposed hybrid models with traditional models such as the
ARIMA and GA-SA models. It was proved that our proposed models produced a better prediction than
the conventional models. Statistical analysis showed that the Meyer wavelet transforms in conjunction
with SANN could improve the performance of seasonal time series predictions. It was also found that
the seasonal decomposition method combined with the SANN model can capture monthly rainfall
patterns. This combination had the best statistical performance in terms of the correlation coefficient,
R, the mean absolute error, MAE, and the root mean square error, RMSE which equaled to 0.997, 9.321
mm, and 12.105 mm, respectively. Finally, it can be surmised that the proposed models of this study,
which showed a better performance than the traditional models such as ARIMA and GA-SA, can be
used to improve the conventional ANN simulations for the prediction of monthly rainfall data.
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