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Abstract: Reduction or suppression of microphonic interference in radio frequency (RF) cavities, such
as those used in Electron Linear Accelerators, is necessary to precisely control accelerating fields. In
this paper, we investigate modeling the cavity as a cylindrical shell and present its free vibration
analysis along with an appropriate control scheme to suppress vibrations. To this end, we first obtain
an analytical mechanical dynamic model of a nine-cell cavity using a modified Fourier-Ritz method
that provides a unified solution for cylindrical shell systems with general boundary conditions. The
model is then verified using the ANSYS software in terms of a comparison of eigenfrequencies which
prove to be identical to the proposed model. We also present an active observer-based vibration
control scheme to suppress the dominant mechanical modes of the cavity. The control system
performance is investigated using simulations.

Keywords: radio frequency superconducting cavity; electron linear accelerator; flexural dynamic;
microphonic noise cancellation; kalman filter; dynamic modeling; control designing

1. Introduction

In electron linear accelerators (e-LINACs), electrons are accelerated up to 50MeV along
a linear beam line. Multi-cell superconducting Radio-Frequency (RF) cavities, such as
the nine-cell niobium cavity of Advanced Rare IsotopE Laboratory (ARIEL) accelerator at
TRIUMF, Canada’s particle accelerator center, accelerate charged particles via an oscillating
electric field known as the accelerating field [1,2].

To deliver a high-quality beam requires that the phase of the accelerated particles be
precisely controlled so that bunched particles receive the same amount of energy from the
multi-cell RF cavities. However, these cavities are subject to impact by microphonic inter-
ference. This interference, created primarily by environmental mechanical vibrations, can
cause deformations in the shape of the cavity that create a shift in resonance frequency [3].
In attempts to assure good field stability through a well-tuned cavity, various studies
to suppress mechanical vibrations have been conducted in accelerator labs around the
world [4–6].

An accurate model of the system is required to design a controller for suppressing
microphonic interference. Analytical solutions for RF fields in an RF structure are only
available in simple geometries. Creating an analytical model of mechanical vibrations
in a multi-cell cavity is an extremely complex task. For instance, there are restrictions in
measuring deflection variables of a multi-cell niobium cavity since access to the cavity is
restricted to either end since it is suspended within a Helium bath. A structure without
such limitations would allow for placement of sensors and actuators on arbitrary locations
cavities; however, the cavity mechanism limits application of force only to the cavity ends.

There exist several approaches for vibration analysis of cylindrical shells such as the
Rayleigh-Ritz method [7–13]. Active noise cancellation in cylindrical shells has also been
worked out extensively, e.g. [14–24]. Utilization of piezoelectric laminated cylindrical shells
for active vibration control was studied by several studies, e.g. [25–27]. However, these
studies assume that one can place actuators at arbitrary locations on the shell.
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This paper presents a unified solution for cylindrical shells systems with generic
boundary conditions using a modified Fourier-Ritz approach. Each displacement for the
cylindrical shell is expressed as the modified Fourier series plus auxiliary functions, re-
gardless of the boundary and continuity constraints. The Rayleigh-Ritz method is used
to calculate all expansion coefficients as generalized coordinates. A major challenge is
choosing the best actuator locations that can be used to actively cancel dominant cylin-
drical shell’s natural frequencies. For a case where access is limited to the two ends of
the cylindrical shell, the only choice available is to apply horizontal forces (e.g., using
piezoelectric stacks) at both ends of the cylinder, which we investigate in this paper. To
this end, we provide a modeling scheme for approximating a nine-cell cavity in Section 2.
In Section 3 we introduce an observer-based LQG controller which is a combination of a
Kalman filter and LQR controller. Sections 4 and 5 present the results in terms of accuracy
and effectiveness through MATLAB and simulation analysis. Conclusions are presented in
Section 6.

2. Development a 3D Cylindrical Shell Equivalent Model of a Nine-cell RF Cavity

In this section, we develop a cylindrical shell model using apply shell theory and
Rayleigh-Ritz method. To this end we obtain the shell’s kinetic and potential energy, dis-
placement functions, and mode shape equations. In the cylindrical shell, the whole energy
function consists mainly of two components: potential energy EPotential and kinetic energy
EKinetic. As part of the Rayleigh-Ritz method, the energy function is used to formulate
the equations of motion. Next, we determine the cylindrical shell’s equation of motion
derived from the Lagrangian equation, and its stiffness matrix and mass matrix. Using
a modified Fourier series to satisfy the boundary conditions, we arrive at an expanded
equation of motion. This improved Fourier series is composed of a standard Fourier series
and auxiliary polynomial functions. The displacements of the cylindrical shell component
(u, v, w) can be written with the consideration of the symmetric modes. Next, assuming
that the actuator forces can be applied only at both ends, and using the method of virtual
work, we determine the input matrix.

2.1. Description of Nine-Cell RF Cavity

A multi-cell cavity is a structure with multiple resonators (cells) coupled together as
shown in Figure 1. The effective length of the nine-cell Cavity is L = 1.061 with a wall
thickness of h = 3 µm. The cavity is fabricated from solid niobium sheets.

Figure 1. TRIUMF’s Nine-cell Cavity Actual Structure.

In Figure 2, side view and geometry of TRIUMF’s nine-cell cavity is shown. A helium
tank contains the superfluid helium needed for cooling. It also serves as a mechanical
support of the cavity and as a part of the tuning mechanism.

Figure 2. Nine-cell Cavity Side View.
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2.2. Description of the Cylindrical Shell Model

In this study, we use a simplified equivalent model of the cavity and a cylindrical coor-
dinate system of (x, θ, r) for a cylindrical shell which has length L, thickness h, and radius
R. The displacement functions for this cylindrical shell are u, v, winx, θ and r directions.
The thickness of the shell is assumed to be uniform and very small, compared to the length
of the cylindrical shell [28]. Hence one can apply shell theory for structural modeling.

2.3. Kinetic and Potential Energy for Cylindrical Shell

Using the classical theory of shells for a circular cylindrical shell, the general displace-
ments of the cylindrical shell with respect to the Figure 3 coordinate system are denoted by
v, u, w in the x, θ and r directions, respectively (see Appendix A).

Figure 3. Cylindrical Shell Coordinate System.

To find a solution for the equation of motion, Mirsky [29] suggested use of displace-
ment function potentials as Φ and Ψ functions (See Appendix A (A4), (A5), (A6)). Consid-
ering the boundary condition for the cylindrical shell with a finite length and thin wall,
according to Reissner’s thin shell theory [30], the displacement functions are as follows

u(x, θ, t) = U cos(λx) cos(nθ)ejωt (1)

v(x, θ, t) = V sin(λx) sin(nθ)ejωt (2)

w(x, θ, t) = W sin(λx) cos(nθ)ejωt (3)

where U, V and W are constants. The displacement functions can be expressed as the
series of functions in x and θ directions that have m longitudinal and n transverse nodes,
respectively (see Appendix A). The kinetic energy EKinetic and the potential energy EPotential
of a cylindrical shell are provided in Appendix B.

2.3.1. Rayleigh-Ritz Method

The Rayleigh-Ritz method is a direct numerical method of approximating eigenvalues
considering boundary conditions. The method relies on approximating the shell’s structural
deformation. It enables one to reduce an infinite number of degrees-of-freedom (DOF) of a
system into a finite number. Using the Rayleigh–Ritz method, we next derive a dynamic
model for the free vibration analysis of a cylindrical shell.

u(x, θ, t) =
∞

∑
n=1

un(x, θ, t) =
∞

∑
n=1

Φu(x) cos nθqun(t) (4)

v(x, θ, t) =
∞

∑
n=1

vn(x, θ, t) =
∞

∑
n=1

Φv(x) sin nθqvn(t) (5)

v(x, θ, t) =
∞

∑
n=1

wn(x, θ, t) =
∞

∑
n=1

Φw(x) cos nθqwn(t) (6)
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The terms Φu(x), Φv(x) and Φw(x) are mode shape function vectors in u, v and w
directions, respectively, which satisfy the boundary conditions.

Φu(x) = [cos
πx
L

, cos
2πx

L
, cos

3πx
L

, ..., cos
mπx

L
] (7)

Φv(x) = [sin
πx
L

, sin
2πx

L
, sin

3πx
L

, ..., sin
mπx

L
] (8)

Φw(x) = [sin
πx
L

, sin
2πx

L
, sin

3πx
L

, ..., sin
mπx

L
] (9)

The terms δun, δvn and δwn are generalized displacement vector of each direction for
transverse n-th mode.

δun(t) = [δun1, δun2, δun3, ..., δunm] (10)

δvn(t) = [δvn1, δvn2, δvn3, ..., δvnm] (11)

δwn(t) = [δwn1, δwn2, δwn3, ..., δwnm] (12)

The kinetic energy for the cylindrical shell considering the Rayleigh-Ritz method is
given by

EKinetic =
1
2

ρhLπ(δ̇T
u Muu δ̇u + δ̇T

v Mvv δ̇v + δ̇T
w Mww δ̇w). (13)

In the kinetic energy equation, the components are defined to be elements of the mass
matrix M, denoted by Muu, Mvv and Mww in the u and v and w directions, respectively,
as follows

Muu =
∫ L

0
ΦT

u Φudx = Φuu (14)

Mvv =
∫ L

0
ΦT

v Φvdx = Φvv (15)

Mww =
∫ L

0
ΦT

wΦwdx = Φww (16)

and the potential energy with the same method is

EPotential =
ERhπ

2L(1− µ2)
(δT

u Kuuδu + δT
v Kvvδv + δT

wKwwδw+

2δT
u Kuvδv + 2δT

v Kvwδw + 2δT
u Kuwδw). (17)

In the potential energy equation, the terms of K, or stiffness matrix, are denoted by
Kuu, Kvv and Kww in the u and v and w directions, respectively. Also, Kuv, Kvw and Kuw are
given by

Kuu =
(1− µ2)L2n2

2R2

∫ L

0
ΦT

u Φudx +
∫ L

0
Φ̇T

u Φ̇udx =
(1− µ2)L2n2

2R2 Φuu + Φ̇uu (18)

Kvv = (
L2n2

R2 )
∫ L

0
ΦT

v Φvdx +
(1− µ)

2

∫ L

0
Φ̇T

v Φ̇vdx = (
L2n2

R2 )Φvv +
(1− µ)

2
Φ̇vv (19)

Kww = (
L2

R2 +
L2n4h2

12R4 )
∫ L

0
ΦT

wΦwdx +
(1− µ2)h2n2

6R2

∫ L

0
Φ̇T

wΦ̇wdx+

h2

12L2

∫ L

0
Φ̈T

wΦ̈wdx− µ2h2n2

6R2

∫ L

0
Φ̈T

wΦwdx (20)
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Kuv =
(1− µ2)Ln

2R

∫ L

0
Φ̇T

u Φ̇vdx +
µLn

R

∫ L

0
Φ̇T

u Φvdx (21)

Kvw =
L2n
R2

∫ L

0
ΦT

v Φwdx (22)

Kuw =
µL
R

∫ L

0
ΦT

u Φ̇wdx. (23)

2.3.2. Equation of Motion for the Cylindrical Shell Structure

From the energy method, using Rayleigh-Ritz equations, and considering the general
boundary conditions, the equation of motion for cylindrical shell can be derived from
Lagrange’s equation, i.e.,

LAG = EPotential − EKinetic. (24)

According to Hamiltonian’s principle, the variation of the proceeding function is set
to zero with respect to expansion of coefficients

d
dt
(

∂LAG
∂δ̇

)− ∂LAG
∂δ

= 0. (25)

Inserting the displacement equations into the Lagrangian equation and minimizing it
against all the unknown coefficients, a system of linear algebraic equation in matrix form
can be obtained as

(ρRLhπ)Mδ̈ +
RhπE

(1− µ)2L
Kδ = 0 (26)

K is the cylindrical shell’s stiffness matrix and M is the cylindrical shell’s mass matrix. (See
details in Appendix C).

K =

Kuu Kuv Kuw
KT

uv Kvv Kvw
KT

uw KT
vw Kww

 (27)

M =

Muu 0 0
0 Mvv 0
0 0 Mww

 (28)

The natural frequencies and eigenvectors of the cylindrical shell can be derived by solv-
ing a standard eigenvalue problem. Each of the eigenvectors contains a Fourier coefficient
for that corresponding mode

|K−Ω2M| = 0 (29)

where Ω = L
√

ρ(1−µ2)
E ω.

The selection of the displacement auxiliary functions is very important when analyzing
the vibration characteristics of the cylindrical shell for high accuracy and convergent results.
Researchers have investigated the free vibration of thin walled cylindrical shells under
different displacement auxiliary functions (see e.g. [10]).

2.3.3. Modified Fourier Series

In the Rayleigh-Ritz energy method, the auxiliary functions are the essential to achiev-
ing an accurate solution. These auxiliary functions need to satisfy the boundary conditions.
In this study, using the modified Fourier series method, we write the displacement functions
in u and v directions as
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u(x, θ, t) = ejωt

[
∞

∑
n=0

∞

∑
m=0

Unm cos(λmx) cos(nθ)+

∞

∑
n=0

2

∑
p=1

Ûnpαp(x) cos(nθ)+

∞

∑
n=1

∞

∑
m=0

Ũnm cos(λmx) sin(nθ)+

∞

∑
n=1

2

∑
p=1

ˆ̂Unpαp(x) sin(nθ)

]
(30)

v(x, θ, t) = ejωt

[
∞

∑
n=0

∞

∑
m=0

Vnm cos(λmx) cos(nθ)+

∞

∑
n=0

2

∑
p=1

V̂npαp(x) cos(nθ)+

∞

∑
n=1

∞

∑
m=0

Ṽnm cos(λmx) sin(nθ)+

∞

∑
n=1

2

∑
p=1

ˆ̂Vnpαp(x) sin(nθ)

]
.

(31)

The auxiliary functions used in displacement functions in the u and v direction of the
cylindrical shell equations are

α1(x) =
x
L2 (x− L)2 (32)

α2(x) =
x2

L2 (x− L) (33)

and the displacement functions in w directions is

w(x, θ, t) = ejωt

[
∞

∑
n=0

∞

∑
m=0

Wnm cos(λmx) cos(nθ)+

∞

∑
n=0

4

∑
f=1

Ŵn f β f (x) cos(nθ)+

∞

∑
n=1

∞

∑
m=0

W̃nm cos(λmx) sin(nθ)+

∞

∑
n=1

4

∑
f=1

ˆ̂Wn f β f (x) sin(nθ)

]
.

(34)

The auxiliary functions used in displacement functions in the w direction

β1(x) =
L

12π
(27 sin(

πx
2L

)− sin(
3πx
2L

)) (35)

β2(x) = − L
12π

(27 cos(
πx
2L

) + cos(
3πx
2L

)) (36)

β3(x) =
L3

3π3 (3 sin(
πx
2L

)− sin(
3πx
2L

)) (37)

β4(x) = − L3

3π3 (3 cos(
πx
2L

)− cos(
3πx
2L

)) (38)



Vibration 2023, 6 325

where L is the length of the cylindrical shell.
All these polynomial auxiliary functions satisfy the boundary conditions at x = 0, L.

According to the equation of motion previously discussed, we have (K − ω2M)D = 0,
where D is the coefficient vector in u, v and w directions

D = [U, V, W]T . (39)

So the equation of motion can be expressed as follows

(K−ω2M)

U
V
W

 =

0
0
0

 (40)

where the vector in the u direction is

U = [U00, U01, U02, ..., Unm, ..., UNM

Û00, Û01, Û02, ..., Ûnm, ..., ÛNM

Ũ00, Ũ01, Ũ02, ..., Ũnp, ..., ŨNP

ˆ̂U00, ˆ̂U02, ..., ˆ̂Unp, ..., ˆ̂UNP]
T

(41)

and the vector in the v direction is

V = [V00, V01, V02, ..., Vnm, ..., VNM

V̂00, V̂01, V̂02, ..., V̂np, ..., V̂NP

Ṽ00, Ṽ01, Ṽ02, ..., Ṽnm, ..., ṼNM

ˆ̂V00, ˆ̂V02, ..., ˆ̂Vnp, ..., ˆ̂VNP]
T .

(42)

Furthermore, the vector in w direction is given by

W = [W00, W01, W02, ..., Wnm, ..., WNM

Ŵ00, Ŵ01, Ŵ02, ..., Ŵn f , ..., ŴNF

W̃00, W̃01, W̃02, ..., W̃nm, ..., W̃NM

ˆ̂W00, ˆ̂W02, ..., ˆ̂Wn f , ..., ˆ̂WNF]
T

(43)

where M and N are the truncated for m (longitudinal modes) and n (transverse modes),
respectively. Now if a force is applied to the cylindrical shell the virtual work is given by

δWvirtual = EKinetic − EPotential (44)

and the equation of motion is
M∗ δ̈ + K∗δ = B∗u(t) (45)

where u(t) is input force to the cylindrical shell and B is the force participation matrix,
which reflects the effect of applied force on each mode on the cylindrical shell. Each column
in B matrix represent a set of force from an actuator.

B∗ =

Bu
Bv
Bw


4N(M+P)+2N(M+F)×ninput

(46)

where our defined input B matrix in the u direction is
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Bu = [Bu00, Bu01, Bu02, ..., Bunm, ..., BuNM

B̃u00, B̃u01, B̃u02, ..., B̃unp, ..., B̃uNP

B̂u00, B̂u01, B̂u02, ..., B̂unm, ..., B̂uNM

ˆ̂Bu00, ˆ̂Bu02, ..., ˆ̂Bunp, ..., ˆ̂BuNP]
T
(2N(M+P))×ninput

.

(47)

The input matrix B in the v direction is given by

Bv = [Bv00, Bv01, Bv02, ..., Bvnm, ..., BvNM

B̃v00, B̃v01, B̃v02, ..., B̃vnp, ..., B̃vNP

B̂v00, B̂v01, B̂v02, ..., B̂vnm, ..., B̂vNM

ˆ̂Bv00, ˆ̂Bv02, ..., ˆ̂Bvnp, ..., ˆ̂BvNP]
T
(2N(M+P))×ninput

(48)

and lastly, the input matrix B in the w direction is

Bw = [Bw00, Bw01, Bw02, ..., Bwnm, ..., BwNM

B̃w00, B̃w01, B̃w02, ..., B̃wnp, ..., B̃wNP

B̂w00, B̂w01, B̂w02, ..., B̂wnm, ..., B̂wNM

ˆ̂Bw00, ˆ̂Bw02, ..., ˆ̂Bwnp, ..., ˆ̂BwNP]
T
(2N(M+F))×ninput

.

(49)

Depending on the force direction and position, and the effects of force on vibration
modes, the B matrix can be determined. As can be seen, the resulting displacements in u, v
and w are a combination of sine and cosine modes.

3. Control Design

The equation of motion for (45) contains infinite number of modes of vibration. Our
goal in control design is just to control a limited number of those modes, considering the
fact that we only have access to both ends of the cylinder. By applying forces at both ends,
we want to cancel out some natural modes of vibration. Next we study the model for
controllability of modes for a reduced order model.

By solving the eigenvalue problem corresponding to n modes, the eigenvalues and
eigenvectors are obtained. The mass and stiffness matrices need to satisfy the orthogonality
condition. Thus we have

OT
n M∗On = I (50)

OT
n K∗On = Λn (51)

where I is identity matrix, On is eigenvector matrix, and Λn is eigenvalue matrix for n
eigenvalues. Furthermore, Λn is given by

Λn =



ω2
1

ω2
1

ω2
2

ω2
2

. . .
ω2

n


. (52)

After rearranging the natural frequencies in ascending order, N vibration modes
are considered. The equation of motion with N natural frequencies, and taking into
consideration the damping coefficient, is then given by
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¨̂δ + ΓN
˙̂δ + ΛN δ̂ = OT

N B∗u. (53)

In this study, we define state-space control model

∆̇(t) = A∆(t) + Bu(t) + w(t) (54)

y(t) = C∆(t) + Du(t) + v(t) (55)

where the A matrix is given by

A =

[
0 I
−ΛN −ΓN

]
. (56)

The components of A matrix are given by

ΓN = 2ZΩN =



2ζ1ω1
. . .

2ζ jωj
. . .

ζNωN

 (57)

where A is the system matrix, B is the input matrix, and C is the output matrix. The term
w(t) is the external disturbance (if there is any) and v(t) is the sensor noise. Also we have
C = BT where

B =

[
0

OT
N B∗N

]
(58)

and
C =

[
CNON 0

]
. (59)

3.1. Reduced-Order Modeling for State-Space Matrices

A reduced order state-space model of the system is given by

∆̇r(t) = Ar∆r(t) + Brur(t) + w(t) (60)

yr(t) = Cr∆r(t) + Drur(t) + v(t) (61)

where

Ar =

[
0 I
−Ωr −Γr

]
(62)

where each components of Ar matrix are defined as

Ωr = diag(ω2
i ) n = 0, 1, 2, ..., r (63)

and

Γr = diag(2ζiωi) n = 0, 1, 2, ..., r (64)

where ωj is the frequency of mode j, ζ j is the effective modal damping of mode j, and ur is
the vector of input forces

ur =

u1(t)
...

ur(t)

 (65)

Br is a (2n × n input) state-space matrix defined by where n input is the number of scalar
input forces.
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Br =

[
0

Φr

]
(66)

where
Φr = OT

r Fu (67)

where Or is the matrix of reduced order eigenvectors and Fu is a unit force matrix with
size (ndof × ninput). It has 1 at the degrees of freedom where input forces are active and 0
elsewhere. Now that the states δ have been expressed as a function of the input loads, the
equation for the degrees of freedom observed (outputs yr) is written as:

yr =

yr(t)
ẏr(t)
ÿr(t)

 = Cr∆r + DrF (68)

Cr is a (3*noutput × 2*n) state-space matrix, where noutput is derived from outputs.

Cr =

 Ψr 0
0 Ψr

−ΨrΩr −ΨrΓr

 (69)

where
Ψr = UuOr (70)

Uu is a unit displacement matrix with size (noutput × ndof). It has 1 on degrees of freedom
where output is requested and 0 elsewhere. Dr is a (3*noutput × ninput) state-space matrix
defined by

Dr =

 0
0

ΨrΦr

. (71)

3.2. Controllability of the Reduced Order Model

The system in (54) is controllable if mass and stiffness matrices (M∗ and K∗) are
symmetric, diagonal and positive definite, and we assume that we only have access to both
ends of the model and the boundary condition is two both ends are free and our model is
fixed in the midway. The system controllability matrix is given by

QC =
[
Br ArBr Ar

2Br Ar
3Br ... Ar

2n−1Br
]
. (72)

To evaluate the controllability of the system, we should prove that the controllability
matrix is full rank, i.e., rank(QC)= 2n. In order to calculate the rank of QC, we obtain
columns of the controllability matrix as follows{

A2i
r = (−Ωr)i I2n i = 0, 2, 4, ..., n

A2i−1
r = (−Ωr)i Ar i = 1, 3, 5, ..., n− 1.

(73)

Considering (73), in general, we are unable to demonstrate that QC is full rank, mean-
ing that the system is not fully controllable (for all of its natural frequencies). In order to de-
velop a controller, we typically first divide the system into controllable and non-controllable
matrices. The controller is then designed to suppress vibrations in the controllable modes.
However, for this specific dynamic and special boundary condition that we assume the
mass and stiffness matrices as diagonal matrix, we can prove that QC is full rank and the
system is controllable. The controllability Gramian of the system is defined as

WC(t) =
∫ t

0
eτAT

r BrBT
r eτAdτ. (74)
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To prove the controllability of the system, considering the reduced order system, and
taking all the mentioned assumptions into consideration, we see that the controllability
matrix is not full rank or rank(QC) 6= 2n. Here we need to decompose the controllable and
non-controllable modes and then design the controller for the modes that are controllable.

Controllable and Un-Controllable Decomposition

Kalman decomposition in control theory [31] presents a mathematical method for
converting a model of any linear time-invariant (LTI) control system to a form in which
the system may be decomposed into a standard form that clearly shows the system’s
observable and controllable components. Considering the state space model of the reduced
order system in (54)

∆̂r =


∆CO
∆CÔ
∆ĈO
∆ĈÔ

 (75)

Âr =


ACO 0 A13 0
A12 ACÔ A23 A24
0 0 AĈO 0
0 0 A43 AĈÔ

 (76)

B̂r =


BCO
BCÔ

0
0

 (77)

Ĉr =
[
CCO 0 CĈ 0

]
(78)

D̂r = Dr. (79)

Therefore, our new model for the control design will be the controllable and observable
part of our finite element analysis model.

∆̇CO = ACO∆CO + BCOu (80)

y = CCO∆CO + DCOu (81)

where ∆CO and ACO matrix and BCO matrix are

∆CO =

[
δCO

˙δCO

]
. (82)

Controllability Gramian of the new system is defined as

ŴC(t) =
∫ t

0
eτACOT

BCOBT
COeτACO dτ =

∫ t

0
eτAT

CO eτACO dτ. (83)

The system is controllable if, and only if, ŴC is nonsingularr for ant t > 0. Also,
controllability matrix for this new defined system is

Q̂C =
[
BCO ACOBCO A2

COBCO A3
COBCO ... A2n−1

CO BCO
]

(84)

rank(Q̂C) = 2n and it is full rank. Therefore, the new defined system is controllable.

3.3. Lyapunov-Based Controller

The system introduced in (80), is asymptotically stable using the following controller

u = −G∆ (85)
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where G is a positive gain and δ̇ is replaced with an Observer based control design as follows

˙̂∆ = A∆̂∆̂ + BCOu (86)

where A∆̃ (2n× 2n) matrix is

A∆̃ =

[
l1 × I I

−ΩCO + l2 × I 0

]
(87)

the input to the observer-based controller is

u = −G∆̂. (88)

Defining the Lyapunov function of the system as VL, the derivative of this specified Lya-
punov function candidate (V̇L) should be negative definite or negative semi-definite, thus

VL =
1
2

∆̇T M∗∆̇ +
1
2

∆TK∗∆ (89)

V̇L = ∆̇T M∗∆̈ + ∆TK∗∆̇ = ∆̇T B∗u. (90)

If the input is defined as multiplication of a negative value and input B∗ matrix , then
the derivative of the Lyapunov function is

V̇L = −G∆̇T∆̇ ≤ 0. (91)

Therefore, the first derivative of the Lyapunov function is negative semi definite and
the system is asymptotically stable.

3.4. Observability

In this section, we show the system observability through a lemma, then we proceed
to design an observer-based controller. Observability Gramian for our system is defined as

ŴO(t) =
∫ t

0
eτAT

CO CT
COCCOeτACO dτ. (92)

System is observable if and only if W0(t) is nonsingular for any t > 0. Observability
matrix of this system is given by

Q̂O =
[
CCO CCO ACO CCO A2

CO . . . CCO A2n−1
CO

]T
. (93)

To prove the observability of the system we should have rank(Q̂O) = 2n that is full rank.

3.5. Observer-Based Control Design

The design of an observer to estimate the states of the system in order to design a
controller is as follows

˙̂∆ = ACO∆̂ + BCOu + R(y− ŷ). (94)

Recalling the system output y from (81), the estimated output of the system is de-
fined as

ŷ = CCO∆̂ + Du (95)

putting (95) into (94) and simplifying our observer equation becomes

˙̂∆ = (ACO − RCCO)∆̂ + BCOu. (96)
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The estimation error of the states is written as

δ̃ = δ̂− δCO. (97)

Therefore, the observer error system can be defined as

˙̃∆ = ˙̂∆− ˙∆CO = (ACO − RCCO)∆̃ (98)

where R is an observer gain (2n× 1) vector.

Ã=ACO − RCCO (99)

Since the system is observable, we can arbitrarily place eigenvalues of (96) in the left
half plane.

3.6. Observer-Based Controller Transfer Function

Considering (81), let us define input as follows

u = −G∆CO (100)

where u is input to the controller and the observer gain vector is

˙̂∆ = ACO∆̂ + BCO(−Gδ̂) + RCCO∆̂− Ry. (101)

Our observer-based controller system can be written in a matrix form as follows

˙̂∆ = A∆̂∆̂− Ry (102)

u = −G∆̂ (103)

where

A∆̂ = ACO − BCOG− RCCO. (104)

The transfer function of the observer-based controller system is

H∆(s)=
U(s)
Y(s)

= −G×(SI−A∆̂)
−1 × R. (105)

To calculate the transfer function of this observer-based controller we need to find the
determinant of A∆̂ matrix. This determinant is greater than zero, therefore, A∆̂ is invertible
and the transfer function can be calculated. See Figure 4 that shows the block diagram of
observer-based controller.

Figure 4. Observer Control Model.
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3.7. LQG Control Design

A Kalman filter [32] has been designed to estimate the system states from the sensor
measurement. The dynamic equation of an optimal observer is

˙̂∆ = ACO∆̂ + BCOuK + RK(y− ŷ) (106)

y = CCO∆̂ (107)

where RK = PCT
COT−1 , in which P is positive definite solution of the algebraic

Riccati equation
PAT

CO + ACOP− PCT
COT−1CCOP + J = 0. (108)

Based on Linear Quadratic Regulator (LQR) theory, J ≥ 0 and T ≫ 0, the control
input is uK = −GK x̂(t). And GK = T−1BT

COS that S is the positive definite solution of the
algebraic Riccati equation

SAT
CO + ACOS− SBT

COT−1BCOS + J = 0. (109)

Actual states of the system δ(t) are not available so δ̂(t) that are new observed states
from the sensors are used for calculating the control force.

uK = −GK∆̂(t) (110)

and the equation that combines the observer and the controller is

˙̂∆=ACO∆̂(t)−BCOGK∆̂(t)+RK(yr − CCO∆̂)=(ACO−BCOGK − RKCCO)∆̂(t)+RKy (111)

A proper control input is based on the measured signal of the collocated piezo sensor
and the LQG controller has been developed in MATLAB code (see Figure 5).

Figure 5. Kalman Filter Observer-Control Model.

4. Comparison of Numerical Model with ANSYS Results

In this study, the goal is vibration control in a nine-cell superconducting cavity. To
study the cavity structure and vibration analysis, the model has been simplified as shown
in Figure 6. The closest structure to the simplified nine-cell cavity is a cylindrical shell with
the length L = 1.062 m and thickness of h = 2.8 mm (See Figure 7). ANSYS modeling of the
cylindrical shell with the same characteristics for the nine-cell cavity is the same vibration
and modal analysis as the analytical solution with modified Fourier model.
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Figure 6. ANSYS Simulation for Simplified Cavity.

Figure 7. ANSYS Simulation for Cylindrical Shell Mode Shapes.

5. Simulation ANALYSIS and MATLAB RESULTS

The boundary conditions are that we only have access to the both ends of the cavity.
By applying pairs of forces we want to cancel out some modes of vibration. Considering
our constraints, we apply two equal forces to the both ends in the opposite direction of
each other. Simulation analysis is carried out through 24 points selected by 4 points for
longitudinal direction and 6 points for circumferential direction as shown in Figure 8. In
the first attempt of the simulation, the first force has been applied to the node 1, and the
second force to the node 23.

Figure 8. Simulation Setup for Modal Analysis.

In order to control more modes of vibration, we increase the quantity of the paired
forces that are applying to both ends. In this case, by applying 4 pairs of forces to the
both ends nodes (1, 2, 3, 4) on one side and nodes (21, 22, 23, 24) on the other side, the
rank of observability and controllability matrix become 8. It means that, according to our
proposed model, when 4 pairs of forces are applied to both ends, then 8 modes of vibration
can be controlled. Again, we decompose the system into controllable and uncontrollable
parts. Also, to design the observer we use the observable part of the matrix from the
decomposition. In this case, the rank of observability and controllability of the system are
both 4. We decompose the system into controllable and uncontrollable parts and design
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a controller, based on the designed observer for those 4 controllable modes of vibrations,
with an observer-based controller and with a LQG controller. To continue our studies we
design an observer base controller with pole placement in the LHP (left half plane).

In Figure 9 the inputs for the system (which is the input voltage to the actuators) have
been shown.

Figure 9. System’s Inputs in MATLAB.

Figure 10 is showing the output of the system which are sensors voltages.

Figure 10. System’s Output.

As it can be seen in Figure 11, the observer error is zero.

Figure 11. Observer Error.
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Figure 12 illustrates that the designed observer-based controller is perfectly canceling
out the vibration for those four modes.

Figure 12. System and Observer with Four Controlled Modes in MATLAB.

In Figure 13 the states of the system without control and after applying the controller
is shown. As can be seen in this figure, the observer-based LQG controller is controlling the
8 modes of vibration.
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Figure 13. No Control and Controlled System States Signals for 8 modes in MATLAB.

In Figure 14, the output of the system with and without controller has been shown.

Figure 14. System’s Output Signals in MATLAB.
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Figure 15 it is shown that the observer-based LQG controller is controlling the 8 modes
and cancelling out the unwanted vibration from them.

Figure 15. Controlled System States and Observer Signals for 8 Modes.

6. Conclusions

Our intent was to reduce microphonic interference in a nine-cell radio frequency
cavity that has boundary conditions allowing access to only the ends of the cavity. As it is
not possible to find an exact analytical model of a uniform nine-cell cavity, we modeled
the cavity’s dynamic as a cylindrical shell with the same thickness and length as the
cavity, and we developed an analytical mechanical model for this structure with the same
physical characteristics and eigenfrequencies. Utilizing a modified Fourier-Ritz method to
fulfill the modelling, we presented a unified solution for a cylindrical shell system with
general boundary conditions. Regardless of the boundary and continuity conditions, we
were able to express each displacement of the cylindrical shell, using a modified Fourier
series composed of the standard Fourier series and auxiliary functions. We determined
all coefficients by the Rayleigh-Ritz method. Using ANSYS simulation, we conducted
a modal analysis to compare the cavity’s dynamic and the cylindrical shell’s dynamic.
The results showed that the first ten eigenfrequencies of the two structures are almost
identical. Finally, we designed an active vibration control to cancel out specific mechanical
modes of a nine-cell cavity with constrained access limiting measurement and application
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of input forces to only the ends of the cavity. This observer-based controller can control a
maximum of 8 modes of vibration. Using MATLAB simulation, we proved the accuracy of
our observer-based LQG controller’s ability to control all controllable modes of vibration.
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Appendix A. Displacement Functions in u, v and w Directions

u(x, θ, r, t) = U(r, θ) cos(λx)ejωt (A1)

v(x, θ, r, t) = V(r, θ) sin(λx)ejωt (A2)

w(x, θ, r, t) = W(r, θ) cos(λx)ejωt (A3)

where λ = mπ
L , and

U(r, θ) = CΦ (A4)

V(r, θ) =
1
r

Φ
θ
− ∂Ψ

∂r
(A5)

W(r, θ) =
1
r

Φ
∂r

+
1
r

∂Ψ
∂θ

(A6)

u(x, θ, t) =
∞

∑
n=0

∞

∑
m=0

unm(x, θ, t) =
∞

∑
n=0

∞

∑
m=0

Unm cos(λmx) cos(nθ)ejωt (A7)

v(x, θ, t) =
∞

∑
n=0

∞

∑
m=0

vnm(x, θ, t) =
∞

∑
n=0

∞

∑
m=0

Vnm sin(λmx) sin(nθ)ejωt (A8)

w(x, θ, t) =
∞

∑
n=0

∞

∑
m=0

wnm(x, θ, t) =
∞

∑
n=0

∞

∑
m=0

Wnm sin(λmx) cos(nθ)ejωt. (A9)

Appendix B. Kinetic Energy and Potential Energy

EKinetic =
ρh
2

∫ 2π

0

∫ L

0
(

∂u
∂t

)2 + (
∂v
∂t

)2 + (
∂w
∂t

)2 × Rdxdθ (A10)

where ρ is the mass density of the cylindrical shell. Equations for strain in the cylindrical
shell are

εx =
∂u
∂x
− z

∂2w
∂x2 (A11)

εθ =
1
R

∂v
∂θ

+
w
R
− z

R2
∂2w
∂θ2 (A12)

εxθ =
∂v
∂x

+
1
R

∂u
∂θ

+
2z
R

∂2w
∂x∂θ

(A13)
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εxz = εθz = εzz = 0 (A14)

and the equations for stress which are necessary to obtain the potential energy are:

σx =
E

1− µ2 (εx + νεθ) (A15)

σθ =
E

1− µ2 (εθ + µεx) (A16)

σxθ = σθx =
E

1− µ2 εxθ (A17)

σxz = σθz = σzz = 0 (A18)

where E is Young’s modulus and µ is the Poisson’s ratio. So the potential energy can be
expresses as

EPotential =
1
2

∫ L

0

∫ 2π

0

∫ h

0
(εxσx + εθσθ + εxθσxθ)Rdxdθdz (A19)

by inserting strain and stress into the potential energy equation.

EPotential =

Eh
2(1− µ2)

∫ 2π

0

∫ L

0

{
(

∂u
∂x

+
∂v

R∂θ
+

w
R
)2

− 2(1− µ)
∂u
∂x

(
∂v

R∂θ
+

w
R
)

+
(1− µ)

2
(

∂v
∂x

+
∂u
r∂θ

)2

}
Rdxdθ

+
Eh3

24(1− µ2)

∫ 2π

0

∫ L

0

{
(

∂2w
∂x2 +

∂2w
R2∂θ2 )

2

− 2(1− µ)
∂2w
∂x2

∂2w
R2∂θ2 − (

∂2w
∂x∂θ

)2

}
Rdxdθ

+
Eh3

24R2(1− µ2)

∫ 2π

0

∫ L

0

{
− 2µ

∂v
∂θ

∂2w
∂x2 − 2

∂v
∂θ

∂2w
R2∂θ2

+ (
∂v

R∂θ
)2 − 4(1− µ)

∂v
∂x

∂2w
∂x∂θ

+ 2(1− µ)(
∂v
∂x

)2

}
Rdxdθ (A20)

Appendix C. Dimension of Stiffness Matrix and Mass Matrix in Different Direction

[Kuu] =


[Ka

uu11](MN×MN) [Ka
uu12](MN×PN) · · ·

[Ka
uu21](PN×MN) [Ka

uu22](PN×PN) · · ·
0 0 · · ·
0 0 · · ·

0 0
0 0

[Kb
uu11](MN×MN) [Kb

uu12](MN×PN)

[Kb
uu21](PN×MN) [Kb

uu22](PN×PN)


(A21)
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where the matrix dimension is (2N(M + P)× 2N(M + P)).

[Kuv] =


0 0 · · ·
0 0 · · ·

[Kb
uv11](MN×MN) [Kb

uv12](MN×PN) · · ·
[Kb

uv21](PN×MN) [Kb
uv22](PN×PN) · · ·

[Ka
uv11](MN×MN) [Ka

uv12](MN×PN)

[Ka
uv21](PN×MN) [Ka

uv22](PN×PN)

0 0
0 0


(A22)

where the matrix dimension is (2N(M + P)× 2N(M + P)).

[Kuw] =


[Ka

uw11](MN×MN) [Ka
uw12](MN×PN) · · ·

[Ka
uw21](FN×MN) [Ka

uw22](FN×PN) · · ·
0 0 · · ·
0 0 · · ·

0 0
0 0

[Kb
uw11](MN×MN) [Kb

uw12](MN×PN)

[Kb
uw21](FN×MN) [Kb

uw22](FN×PN)


(A23)

where the matrix dimension is (2N(M + P)× 2N(M + F)).

[Kvv] =


[Ka

vv11](MN×MN) [Ka
vv12](MN×PN) · · ·

[Ka
vv21](PN×MN) [Ka

vv22](PN×PN) · · ·
0 0 · · ·
0 0 · · ·

0 0
0 0

[Kb
vv11](MN×MN) [Kb

vv12](MN×PN)

[Kb
vv21](PN×MN) [Kb

vv22](PN×PN)


(A24)

where the matrix dimension is (2N(M + P)× 2N(M + P)).

[Kvw] =


0 0 · · ·
0 0 · · ·

[Kb
vw11](MN×MN) [Kb

vw12](MN×PN) · · ·
[Kb

vw21](PN×MN) [Kb
vw22](PN×FN) · · ·

[Ka
vw11](MN×MN) [Ka

vw12](MN×PN)

[Ka
vw21](PN×MN) [Ka

vw22](PN×FN)

0 0
0 0


(A25)



Vibration 2023, 6 341

where the matrix dimension is (2N(M + P)× 2N(M + F)).

[Kww] =


[Ka

ww11](MN×MN) [Ka
ww12](MN×FN) · · ·

[Ka
ww21](FN×MN) [Ka

ww22](FN×FN) · · ·
0 0 · · ·
0 0 · · ·

0 0
0 0

[Kb
ww11](MN×MN) [Kb

ww12](MN×FN)

[Kb
ww21](FN×MN) [Kb

ww22](FN×FN)


(A26)

where the matrix dimension is (2N(M + F)× 2N(M + F)).

[Muu] =


[Ma

uu11](MN×MN) [Ma
uu12](MN×PN) · · ·

[Ma
uu21](PN×MN) [Ma

uu22](PN×PN) · · ·
0 0 · · ·
0 0 · · ·

0 0
0 0

[Mb
uu11](MN×MN) [Mb

uu12](MN×PN)

[Mb
uu21](PN×MN) [Mb

uu22](PN×PN)


(A27)

where the matrix dimension is (2N(M + P)× 2N(M + P)).

[Mvv] =


[Ma

vv11](MN×MN) [Ma
vv12](MN×PN) · · ·

[Ma
vv21](PN×MN) [Ma

vv22](PN×PN) · · ·
0 0 · · ·
0 0 · · ·

0 0
0 0

[Mb
vv11](MN×MN) [Mb

vv12](MN×PN)

[Mb
vv21](PN×MN) [Mb

vv22](PN×PN)


(A28)

where the matrix dimension is (2N(M + P)× 2N(M + P)).

[Mww] =


[Ma

ww11](MN×MN) [Ma
ww12](MN×FN) · · ·

[Ma
ww21](FN×MN) [Ma

ww22](FN×FN) · · ·
0 0 · · ·
0 0 · · ·

0 0
0 0

[Mb
ww11](MN×MN) [Mb

ww12](MN×FN)

[Mb
ww21](FN×MN) [Mb

ww22](FN×FN)


(A29)

where the matrix dimension is (2N(M + F)× 2N(M + F)).
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