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Abstract: As climate change and human activity increase the likelihood of devastating wildfires, the
need for early fire detection methods is inevitable. Although, it has been shown that deep learning and
artificial intelligence can offer a solution to this problem, there is still a lot of room for improvement.
In this research, two new deep learning approaches to fire detection are developed and investigated
utilizing pre-trained ResNet-50 and Xception for feature extraction with a detailed comparison against
support vector machine (SVM), ResNet-50, Xception, and MobileViT architectures. Each architecture
was tuned utilizing hyperparameter searches and trials to seek ideal combinations for performance.
To address the under-representation of desert features in the current fire detection datasets, we have
created a new dataset. This novel dataset, Utah Desert Fire, was created using controlled fires and
aerial imaging with a DJI Mini 3 Pro drone. The proposed modified ResNet-50 architecture achieved
the best performance on the Utah Desert Fire dataset, reaching 100% detection accuracy. To further
compare the proposed methods, the popular forest fire detection dataset, DeepFire, was deployed
with resulting performance analyzed against most recent literature. Here, our proposed modified
Xception model outperformed latest publications attaining 99.221% accuracy. The performance of
the proposed solutions show an increase in classification accuracy which can be leveraged for the
identification of both desert and forest fires.

Keywords: desert fire; forest fire detection; deep learning; transfer learning; Xception; ResNet-50;
support vector machines; image classification; hyperparameter tuning

1. Introduction

Wildfires are both ecological and economic disasters. These fires are characterized as
uncontrolled and unpredictable fires in areas with combustible vegetation. According to
recent reports, human-caused fires account for the majority at 89%, while other natural
causes occur at a less frequent rate [1,2]. Natural causes such as lightning can be hard to
detect as if they strike in remote areas, they may only be noticed after being developed
into a sizeable fire. The destruction of environments due to fire also causes side effects
on the ecosystem and surrounding communities. In desert environments, fire has been
associated with the elimination of vegetation and increased probability of erosion [3]. These
destructive fires also harm soil biological components that are vital for the maintenance of
native plant species [3]. Catastrophic and fast-evolving fires also endanger and deteriorate
the health of the surrounding communities. The smoke and particulates are known to
cause lung and eye irritation while long exposure can lead to decreased lung function,
exacerbation of asthma, and bronchitis [4].

Given deserts’ inherently arid and barren nature, the susceptibility to wildfires is
historically low. However, with the increase in invasive plant species and sporadic heavy
rainfall, the flammability of these regions is increasing [5]. These implications are further
highlighted in the recent Dome Fire located in the Mojave Desert, California. In 2020, a light-
ning strike caused a small fire that rapidly developed and destroyed 17,512 hectares (Ha)
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of the national park, along with 1.3 million Joshua trees [6]. As another such instance, the
York Fire has been California’s largest wildfire of 2023 [7]. With the increased precipitation
driving vegetation growth in the area, this fire destroyed 37,667 Ha of land [7]. It turns out
that invasive species are an increasingly significant driver of desert fires. It has been shown
that invasive plant species can quickly recover after fire, resulting in the cyclical increase of
fire probability and the spread of invasive species [8,9]. While these factors contribute to
increasingly violent desert fires, forest fires remain a major concern.

Forests not only provide resources such as food, fuel, and shelter to species but also
help clean the air by absorbing carbon dioxide and preventing erosion by dissipating
rainfall and slowing runoff with their root system [10]. While forest fires are not a new
phenomenon, they are increasing in size and quantity inducing a larger loss of life, resources,
and capital. Since 1960, the top five largest wildfires by acreage burned in the United States
occurred from 2007-2020 [2]. Forest fires do not only affect the United States but also the
global community at scale. Canada, which makes up 9% of the world’s forests, is having
one of its worst fire years to date. According to the National Wildland Fire Situation Report,
as of 21 June 2023, there have been a reported 2765 fires which is already above the 10-year
average of 2068. While the acreage burned is monumental, the area is just shy of 6 million
hectares. This far exceeds the 10-year average of 393,746 hectares [11]. As another example,
Russia is home to 20% of the world’s forests and has seen a similar trend of devastating fire
behavior. From 2001 to 2021, Russia lost 52.8 Mha of tree cover from fires with the greatest
loss during the 2021 fire season [12].

The magnitude and quantity of fires have been increasing year over year and re-
searchers have started to study the climate change trends in tandem with wildfire statistics.
As a consequence of the greenhouse effect, the temperature is becoming higher globally
with a predicted increase of 5-6 °C by the year 2100 [13]. Temperature extremes drive
environments that foster volatile wildfires, increasing in quantity and intensity [14]. Brown
et al. investigated the tie between climate change and wildfires [15]. By comparing the
energy release component index from 1975 to 1996 against a model that calculated the
expected rises due to climate change, they found that areas such as the Great Basin will
undergo longer fire seasons [15].

Due to the large economic cost of fighting wildfires and the changing conditions
that foster faster-growing fires, local and national leaders have pushed for preventative
and control measures in recent years. Thanks to advances in computing power and the
availability of state-of-the-art processing power, computer vision and deep learning have
been recently applied to the problem of early fire detection. The recent boom in the
popularity of neural networks and deep learning is due to the increase in computational
performance and availability of modern graphics processing units (GPUs). GPUs can be
used to implement these architectures and provide an excellent computational performance
boost with up to 20x the speed of CPU-only processing [16]. This has been utilized by
researchers for early fire detection to improve the training time and performance on large
datasets. However, the desert fire detection using this technology has not been studied or
addressed seriously.

Dawar et al. used a dataset consisting of satellite imagery of Canadian forest fires and it
was shown that their proposed convolutional neural network (CNN) model outperformed
Alexnet, Xception, MobileNet, and Lenet5 with the accuracy of 95.14% [17]. In another
study, Nallakaruppan et al. compared deep learning architectures on satellite images of
fire with DenseNet-201 outperforming Inception, ResNet-50, and VGG-16 with an accuracy
of 98.46% [18].

By applying transfer learning and making use of pre-trained weights for the forest
fire detection problem, researchers have seen increases in performance and accuracy. In
this regard, Khan et al. proposed a transfer learning approach utilizing VGG-19 as the
base network. When compared to K-nearest neighbors, SVM, Naive Bayes, and Logistic
regression, it was concluded that the transfer learning approach was superior with an
accuracy of 95% on the DeepFire dataset [19]. Following their initial work, Khan and
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Khan furthered their research and proposed a novel approach to fire detection refered to as
FFireNet. FFireNet was developed using MobileNetV2 as the backbone and modifying the
fully connected layers at the end with ReLU and sigmoid functions. This approach proved
beneficial as it performed well on the DeepFire dataset achieving 98.42% accuracy and
outperformed other architectures such as Xception, InceptionV3, and ResNet152V2 [20].
On the same dataset, a particle swarm-based federated learning approach was evaluated
by Supriya and Gadekallu [21]. Overcoming the hurdles of communication lags and
transmission processing power, their proposed approach achieved 94.47% accuracy on the
test data [21]. Namburu et al. also leveraged transfer learning with MobileNet, adding a
flattened, dense, and softmax layer for the purpose of fire classification. Their proposed
method, X-MobileNet, achieved 98.89% accuracy on a large dataset created using drone
footage [22]. Idroes et al. proposed TeutongNet with the use of ResNet-50 as their backbone
architecture [23]. This architecture is made based on a pre-trained ResNet-50 and adding
global average pooling, dense, dropout, and sigmoid layers. TeutongNet was trained
and tested on the DeepFire dataset and achieved 98.68% accuracy [23]. Alice et al. also
employed ResNet-50 as the feature extraction to their proposed fire detection model referred
to as AFFD-ASODTL. By combining ResNet-50 with a Quasi-Recurrent neural network for
classification, they were able to reach 97.33% accuracy and surpassed other architectures
on their created dataset [24].

Another area of fire detection research that is increasing in popularity is real-time
detection and classification. This area uses machine learning for classification as well as
tracking and relaying data about the fire in real-time. In this case, Wu and Zhang investi-
gated three architectures, You Only Look Once (YOLO), Single Shot Detector (SSD), and
Region based convolutional neural networks (R-CNN), for real-time forest fire detection
and their relative performance. The models were trained using images of smoke and
fire in different environments, both forest and urban, to train the models to detect and
segment both fire and smoke. Experimentally, they concluded that the YOLO algorithms
had poor performance on small and cool fires. To resolve this issue, Wu and Zhang altered
the structure of YOLO by adding one more convolutional and max-pooling layer. With
these modifications, Faster R-CNN and SSD provided the best performance still at 99.7%
and 99.88% for fire detection, respectively [25]. Jin and Lu made use of these real-time
processing techniques to detect movement as part of a proposed fire detection process. This
included the combination of real-time data, feature extraction, and classification for fire
detection. Through comparative analysis of algorithms for extraction and classification
steps, Jin and Lu concluded that AdaBoost and Naive Bayes were the leading algorithms
for low and high-dimensional classifiers, respectively. With these in place, the performance
of their approach on evaluation data was 97.33% [26]. A large hurdle for real-time detection
and edge computing is the balance of size and performance. To overcome the large com-
putational costs of traditional real-time detection methods, in [27] the authors proposed
a lightweight YOLOV7? architecture for deployment in UAV’s for the purpose of smoke
classification. Altering traditional YOLOv7 with reduced computational convolutions,
activation functions, and the reassembly of features, their model provided high accuracy
while significantly cutting size and computational cost. Measuring the Giga floating point
operations per second (GFLOPs), this novel approach improved the performance by 6%
over the baseline YOLOvV7 [27].

While wildfires affect forest environments heavily, the review of existing literature
revealed a need for the investigation of desert fire features. In order to investigate detection
methods in these diverse environments, new datasets need to be created and are required
to be fed to the models during the training period. This lack of desert feature representation
in popular fire datasets was also highlighted in [28]. To tackle this problem, we propose a
new dataset which includes 986 total fire and no-fire images for use with fire classification
models. This new dataset, Utah Desert Fire, was created to analyze the models in fire feature
extraction and classification abilities. This dataset was created in a desert environment
which provides valuable insight into the capability of fire detection in diverse conditions.
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In this paper, we explore the performance of four existing architectures and propose
two novel approaches for fire classification. The models were tuned and trained on this
newly proposed dataset with resulting performance comparisons drawn. Following these
comparisons, the proposed models were trained and tested on the popular DeepFire dataset
created by Khan et al. to compare performance with recent proposed architectures in the
literature [19].

The following outlines the contributions and flow of this research:

e Review of the existing research in fire detection with the focus on desert and
forest fires.

e  (Creation of a novel desert fire detection dataset, Utah Desert Fire.

*  Proposal of modified transfer learning approaches for Xception and ResNet-50.

e  Hyperparameter tuning and testing for the best performance on the proposed Utah
Desert Fire dataset.

¢ Comparison of SVM, Xception, ResNet-50, and MobileViT architectures performance
against proposed models on the Utah Desert Fire dataset.

¢  Comparison of our proposed models performance with exisiting solutions in the
literature on the DeepFire dataset [19].

The following sections will discuss the architectures and approaches proposed, the
methods used for tuning and finding best performance, followed by resulting performance
and literature comparisons.

2. Materials and Methods
2.1. Architecture Qverview

The four models/architectures investigated for early desert and forest fire detection
include SVM, ResNet-50, Xception, and MobileViT. Modified architectures making use of
transfer learning were created as well using ResNet-50 and Xception as the backbone. The
following sections discuss the architectures in more detail along with the proposed transfer
learning approaches investigated in this research.

2.2. SVM

SVM is a popular classification and regression algorithm that transforms data into
a higher dimension to separate the data with hyperplanes. Once the data is separated
with the initial hyperplane, support vectors are created by passing two more hyperplanes
through one or more data points on each side. In our case, fire and no-fire classes create
the two hyperplanes that separate our data. Optimization involves creating the largest
distance, or maximum margin, between the support vectors for optimal performance. The
regularization parameter C, also known as the penalty parameter, is used to determine the
strength of regularization. This adjusts the amount of bias for misclassification vs. margin
size in the algorithm. An important aspect of SVM is the use of kernals which decide how
the data is manipulated for separation and provides the shape of hyperplanes [29]. Figure 1
illustrates a simple hyperplane separation between two classes. The support vectors can
be seen passing through the nearest data points to the middle-most vector. Noting this
illustration is a simple linearly separable example of an SVM.

Figure 1. An SVM example. Here, the filled circles show the data points, the solid line represents the
decision boundary, and the dashed lines represent the support vectors [30].
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2.3. ResNet-50

The ResNet family of convolutional neural networks was proposed by He et al. [31].
As neural networks increase in depth, they become more challenging to train due to
backpropagation loss. To remedy this, He et al. proposed skip connections that create a
shortcut for backpropagation to reach earlier layers and eliminate the vanishing gradient
problem [31]. Residual connections are also utilized, giving to the name ResNet, which
learn residual functions regarding the input layer. ResNet can be created using various layer
counts, i.e., ResNet-18, ResNet-34, ResNet-50, etc. In this paper, ResNet-50 is employed for
fire detection simulations. ResNet-50 was chosen by considering its size and performance.
For use with smaller datasets, a 50 layer architecture will be sufficient for classification over
101 or 152 layer variants while also providing a significant calculation reduction. Figure 2
illustrates the ResNet-50 architecture with its notable skip connections between each stage.
Each stage is repeated, indicated in the figure by the numbers below, dependent on the
layer count desired. The convolutional filter size is also determined by the resulting size
desired and can be seen in Figure 2.

’F\w g”oa;‘ 64 | | 64 | (256 128 128 | | 512 | ‘256 256 ‘1024 | 512 2043
%3 x4 %6 %3

Figure 2. ResNet-50 architecture.

2.4. Xception

Xception is a deep convolutional neural network architecture created by Chollet
to outperform the existing architectures in computer vision tasks [32]. Built based on
InceptionV3, Xception differentiates itself by utilizng depthwise separable convolutions
instead of traditional convolutions. This consists of a single convolutional filter for each
input channel and a final pointwise convolution applied to all channels. This approach,
known as depthwise separable convolutions, reduces the computations needed which
make Xception faster and more efficient than traditional CNNs. Xception incorporates
these convolutions into a 71-layer deep architecture that outperformed InceptionV3 on
ImageNet and other large-scale datasets [32]. The Xception architecture is depicted in
Figure 3 with three distinct sections, entry, middle, and exit. The entry and exit flow occur
only once while the middle flow repeats 8 times before feeding into the exit flow. Another
key feature is the skip connections utilized throughout all flows although, only the entry
flow makes use of a convolutional layer between each skip connection.

Entry Flow

IO DI 108309,

Middle Flow

Conv ReLU
LA i N
V Global -
A L) L) L
Pool (\ X%% )
4 g >
Separable Maxpool
Conv
Exit Flow

T 47003 —

Figure 3. Xception architecture.




Fire 2023, 6,418

6 of 20

2.5. MobileViT

MobileViT was created in 2022 by researchers at Apple with mobile computing per-
formance in mind [33]. This model, as illustrated in Figure 4, combines the strength of
convolutions and transformers into one light weight model. Traditionally, transformers
are heavy weighted networks that were developed for natural language processing tasks,
but have since been adapted to computer vision in recent years. Vision transformers (ViIs)
use self-attention mechanisms to learn long-range dependencies and relationships between
different pixels in images. This has been shown to be a competitive approach to image clas-
sification tasks while remaining cheap to train [34]. By using vision transformers in tandem
with convolutions, the model is able to learn from both the global and spatial information
of the image. MobileViT is a light weight, general purpose vision transformer containing
1.3M parameters in the xxs variant used in this research [33]. Due to the potential for on
device execution, MobileViT will serve as a great comparison against the larger models in
Xception and ResNet.

MobileViT block .
i o ‘ﬁ-_‘—b onv-n x n.
______________________ { Transformers as Convolutions ' _’._’ -

Local ] (glol:al represem:mons)
W] mpresentatmns )

chJr’-l.u

w Fusion

MV2 MobileViT MVZ MobileViT Global pool
L
]_'u-'[ block ]_‘u_'[ block Gt ﬁmeMF o8t

h=w=2 h=w=2

Output spatial — 128 x 128 64 x 64 32x 32 16 x 16 1x1

dimensions

Figure 4. MobileViT model [33].

2.6. Transfer Learning

Transfer learning is the concept of networks not starting from scratch. This is accom-
plished by taking a models knowledge previously learned on a task and leveraging those
weights for something new. In computer vision, models are trained on large datasets such
as ImageNet, an extensive visual database with more than 14 million images [35]. These
models learn the key features of images and allow for use in other classification tasks via
transfer learning. This approach consists of loading those learned weights and freezing
each layer to create the feature extraction layer. A new predictive layer is then added to
allow for a model to fine-tune on a new dataset for a specific problem. Thus, a model
can be trained faster, with less data, and with higher performance. This approach seems
promising especially when datasets are small and resources are limited, allowing learned
generalization on large datasets to accelerate new classification problems [36].

2.7. Proposed Modified Xception

The modified Xception model utilizing transfer learning is built on an Xception model
with pre-trained weights on ImageNet which are frozen during training [35]. This allows
leverage of the pre-trained model’s feature extraction for fire detection. Connected to
the Xception base model, a rectified linear unit activation (ReLU), average pooling layer,
and sigmoid activation are added. These form the new layers of the model and allow for
binary classification, in our case fire and no-fire. ReLU introduces non-linearity to our
model which helps prevent the vanishing gradients. This layer is then followed by average
pooling to down sample our feature map by averaging the values defined in the filter. This
reduction in features prevents over fitting while also making our model computationally
efficient. This is followed by the sigmoid activation that provides our classification of
1 or 0, fire or no-fire. Table 1 displays the layers of the proposed modified Xception as
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discussed along with their output shapes and trainable parameters. The non-trainable
parameters seen here indicate the frozen layers within the feature extraction base while
the trainable parameters come from our newly added layers that are fine tuned for fire
classification. Figure 5 shows the built architecture of the proposed modified Xception
model that visualizes the information seen in Table 1.

Table 1. Proposed Modified Xception Summary.

Layer (Type) Output Shape Parameters
Input Layer (250, 250, 3) 0
Xception (8, 8,2048) 20,861,480
ReLU (8, 8,2048) 0
Global Average Pooling (None, 2048) 0
Sigmoid (None, 1) 2049

Total Params: 20,863,529
Trainable Params: 2049
Non-trainable params: 20,861,480

Input Layer

Sigmoid
Average Pooling
RelU (2048)
Xception (8.8.2048)
(8,8,2048)

250 = 250 x 3

Figure 5. Proposed modified Xception model.

2.8. Proposed Modified ResNet-50

Utilizing the same methodology as the proposed modified Xception model, a modified
ResNet-50 was built leveraging transfer learning. This allows for weights learned on
ImageNet to be loaded and frozen making use of the achieved feature extraction capabilities
for our fire detection problem. Adding new layers: ReLU, max pooling, and sigmoid to
form our predictive layer. Figure 6 shows the entire architecture for the proposed modified
ResNet-50. The input layer is a 250 x 250 x 3 image which is fed into ResNet-50 with
weights learned from ImageNet training. This is then passed through a ReLU to add
non-linearity and a max pooling layer to downsize our feature map. Finally, the sigmoid
layer allows for binary classification and provides 2049 trainable parameters to fine-tune.
Table 2 shows the parameters for each of these layers, noting that the only trainable layers
are from our sigmoid output layer.

Table 2. Proposed Modified ResNet-50 Summary.

Layer (Type) Output Shape Parameters
Input Layer (250, 250, 3) 0
ResNet-50 (8, 8,2048) 23,587,712
ReLU (8, 8,2048) 0
Global Max Pooling (None, 2048) 0
Sigmoid (None, 1) 2049

Total Params: 23,589,761
Trainable Params: 2049
Non-trainable params: 23,587,712




Fire 2023, 6,418

8 of 20

Input Layer

Sigmoid

- Max Pooling
200 = 250 = 3 r" """
RelLU (2048)
ResNet-50 (7.7 204a)

(7.7.2048)
Figure 6. Proposed modified ResNet-50 model.

3. Simulations and Results

In this section we discuss the simulation settings and data used for training and evalu-
ating our deep learning models on fire detection. The architectures discussed in Section 2
are fine-tuned and compared through multiple simulations for optimal performance. Per-
formance metrics are outlined through which we make use of in the resulting comparisons
of performance on the proposed Utah Desert Fire dataset. Finally, the proposed modified
architectures are compared against recent literature on the popular fire detection dataset,
Deepfire [19].

3.1. Simulation Environment

All simulations were performed using TensorFlow 2.10, Keras 2.10, and Python 3.9
on the following hardware: Intel® Core (Santa Clara, CA, USA) i5-7600K, 16 GB DDR4,
NVIDIA GeForce GTX 1070 with 8 GB GDDRb.

3.2. Metrics

The following metrics are used for comparing the relative performance between our
models and those proposed in recent literature. A positive label refers to the fire class
or an image that depicts fire. Negative refers to the non-fire class or an image that does
not depict fire. As predictions are made using the model, if the model correctly predicts
the label, it will be defined as a true negative (TN) or true positive (TP) respective to the
class in question. False positive (FP) is defined as predicted positive while its true class is
negative. Similarly, false negative (FN) is defined as predicted negative with its true class
being positive. These four definitions are used to create a visual representation of a model’s
prediction known as a confusion matrix. Along with this, the following performance
metrics were calculated:

Accuracy is defined as the percentage of correct guesses a model makes, which is the
correct guesses divided by all guesses made.

Accuracy = (TP +TN)/ (TP + TN + FP + FN) 1)

Precision measures how well a model predicts the positive label, in this case fire,
providing a measure for fire detection.

Precision = TP/ (TP + FP) )

Recall measures how completely the label in question is predicted. Note that the key
difference between precision and recall is that recall considers FN predictions.

Recall = TP/ (TP + FN) 3)
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F1-Score is the harmonic mean of precision and recall, combining the quality and
completeness into one score.

F1-Score = (2 x Precision x Recall) / (Precision + Recall) 4)

3.3. Dataset OQverview

With research emerging in the area of forest fires, there was a lack of desert environ-
ment representation in the publicly available datasets. For this reason, we have created a
new dataset, Utah Desert Fire, to train and compare models on the important task of fire
detection in this environment. To create the dataset, experiments were conducted which
included the use of a Lion BullEx Intelligent training system, a DJI Mini 3 Pro (Figure 7),
and a small controlled brush fire to capture fire and no-fire images. Figure 8 illustrates the
experimental setup for the two conducted experiments which allowed for fire and no-fire
images to be taken. Samples of the Utah Desert Fire dataset are illustrated in Figure 9.

-3 _ &

Figure 7. DJI Mini 3 Pro Drone.

(a) Experiment setup for BullEx fire simulations. (b) Experiment setup for controlled brush fire.
Figure 8. Utah Desert Fire dataset experiments.

The dataset includes a total of 986 RGB images of size 250 x 250 which are further
split for use in training and testing of our proposed models. Table 3 outlines the split totals
which consists of 80% of the total images for training and 20% for testing, while 20% of the
training data was further split for validation.

Table 3. Utah Desert Fire training split.

Label Train Validation Test Total
Fire 316 79 99 493
No-Fire 315 78 99 493

Total 631 157 198 986
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NoFire

Figure 9. Sample images from the new fire dataset i.e., Utah Desert Fire dataset. Size of 250 x 250.

All models utilized pre-processing layers to normalize pixels from 0-255 to 0-1 for
training. However, only the proposed modified transfer learning architectures took advan-
tage of image augmentation. The list of augmentations used for the proposed modified
ResNet and Xception are outlined in Table 4. Each deep learning architecture was trained
over 50 epochs with binary cross-entropy as the loss function and input size of 250 x 250
as illustrated in Table 5. The following sections outline the hyperparameter tuning and
simulations that were conducted to locate the best performance of each architecture on the
Utah Desert Fire dataset.

Table 4. The augmentation applied to proposed modified models.

Random Augmentation Type Range
Rotation 0-50°
zZoom +0.1%
Shear 0.1%
Translation 0.1-0.2%

Table 5. Simulation settings and parameters.

Simulation Parameter Value
Epochs 50
Loss Function binary cross-entropy
Image Size 250 x 250
Batch Size 32%

* The proposed modified Xception and modified ResNet-50 utilized batch sizes of 64.

3.4. Support Vector Machine Results

Implementing an SVM for fire detection and classification was accomplished through
the Scikit-Learn library [30]. The hyperparameters and functions of interest are the C_value,
kernel function, and the degree of polynomial kernels. All other values were kept at their
default values. Four C_values were tested on each of the five kernels. The models were
then evaluated on the test data and the top results for each C_value are reported in Table 6.

Table 6. SVM results on the test data.

Accuracy

C_Value Kernel (Test Data) Precision Recall F1-Score
100 RBF 90.909% 0.909 0.909 0.909
10 RBF 90.909% 0.909 0.909 0.909
1 RBF 90.404% 0.905 0.904 0.904

0.1 Poly-degree 3 83.838% 0.838 0.838 0.838
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According to Table 6, the radial basis function (RBF) was the preferred kernel through
our hyperparameter search. RBF resulted in the highest accuracy of 90.909% for both
C_values of 10 and 100. Polynomial of degree 3 was preferred when the C_value was
the smallest at 0.1. Note that the larger the C_value, the smaller the margin becomes
which provides a greater bias towards correct classification which is reflected in the
resulting performance.

3.5. ResNet-50 Results

Here, ResNet-50 was simulated to determine the best performance. In order to find
the best optimizer for each architecture, a random search of optimization algorithms was
conducted utilizing KerasTuner [37]. The following optimizers were chosen: Accelerated
Adaptive Moment Estimation (Adam), Nesterov-Accelerated Adaptive Moment Estimation
(Nadam), Stochastic Gradient Descent (SGD), Root Mean Square Propagation (RMSprop),
and Adaptive Gradient Algorithm (Adagrad). These optimizers were ran at their corre-
sponding default parameters initially as detailed in Table 7. The results in Table 8 outline
the top 3 performing optimizations found through hypersearching.

Table 7. Optimization algorithms with default hyperparameters.

Learnin Initial
Optimization Rate & B1 B2 Momentum € Accumulator p
Value
Adam 0.001 0.9 0.999 - 1x 1077 - -
Nadam 0.001 0.9 0.999 - 1x1077 - -
Adagrad 0.001 - - - 1x 1077 0.1 -
RMSprop 0.001 - - 0.0 1x1077 0.1 0.9
SGD 0.01 - - 0.0 - - -
Table 8. ResNet-50 initial optimizer search top three performance.
Optimizer Accuracy (%) Precision Recall F-Score
Adam 99.495% 1.0 0.990 0.995
SGD 99.490 % 1.0 0.990 0.995
Nadam 98.990% 1.0 0.980 0.990

As seen in Table 8, the Adam and SGD optimizers provided the best performance
followed by Nadam. The highest accuracy achieved from the initial optimizer search was
99.495% with the Adam optimizer. To seek further performance gains from the model,
these top 3 optimizers were tuned. This was also achieved through KerasTuner [37].

The search space for the following simulation included learning rate, momentum, 31,
B2, and p. The learning rate parameter provides how much the optimization adjusts the
weights through each pass as it minimizes error. Momentum is a parameter of gradient
descent in which the update term gets an added momentum value to assist optimization
over local minima and speeds up the convergence. 81 and f, are parameters used in Adam
and Nadam optimizers. B; controls the weight of the first moment estimates while B,
controls the weight of the second moment estimates. Finally, p adjusts the decay factor
which helps prevent an optimizer from overshooting minimum loss. These values were
randomly selected and trained on the ResNet-50 architecture over 50 epochs with validation
loss being monitored to determine the best results. The best model for each algorithm was
then tested on the test data for comparison against the first default simulation as shown
in Table 8.
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Table 9 details the performance of ResNet-50 after experimentally searching for optimal
hyperparameters. Here, it is shown that SGD has the highest accuracy reaching 99.495%
with the optimal found tune. When compared to the default simulation in Table 8, the
performance was not increased through further tuning.

Table 9. ResNet-50 top three optimization algorithms with the best performing hyperparameters.

Optimization

Algorithm

Learning Rate Momentum B1 B2

Nesterov

Momentum Test Accuracy

SGD
Adam
Nadam

0.01
0.001

0.01

- - False 99.495%
0.01 0.001 - 98.485%
- 0.001 0.00001 True 98.485%

0

3.6. Xception Results

The same methodology was applied to determine the best optimization algorithm
for the Xception architecture. The default hyperparameters were utilized with the Keras
API [38] and simulated over 50 epochs, while keeping the best result. Table 10 presents
the top 3 optimizers and their corresponding test accuracy from the initial search which
includes the 5 optimizers discussed in Table 7. Here, it is shown that Adam, RMSprop, and
SGD provide the highest performance for the Xception architecture. RMSprop provided
the highest accuracy at 99.495% followed by Adam and SGD at 99.490% and 98.485%,
respectively.

Table 10. Xception initial optimizer search top three performance.

Optimizer Accuracy (%) Precision Recall F-Score

Adam 99.490% 1.0 0.990 0.995
RMSprop 99.495% 0.990 1.0 0.995
SGD 98.485% 1.0 0.970 0.985

Once the best optimization algorithms were determined, the hyperparameters were
further searched for an optimal performance. This was accomplished using KerasTuner [37]
which allowed quick and seamless hyperparameter search. The top three algorithms were
used in tandem with 20 random simulations, including random variations for learning rate,
B1, B2, p, and Momentum (SGD). The top results are tabulated in Table 11.

Table 11. Xception top three optimization algorithms with the best performing hyperparameters.

Optimization
Algorithm

Learning
Rate

Nesterov Test

Momentum P 1 P2 Momentum Accuracy

RMSprop
Adam
SGD

0.0001
0.01
0.01

0.9 0 - - - 100%
- - 0.0001 0.00001 - 99.495%
0.5 - - - True 99.495%

Through hyperparameter search, the RMSprop optimization algorithm achieved a
100% accuracy score on the test data. The hyperparameters that provided the best accuracy
were a learning rate of 0.0001, momentum of 0.9, and p=0. This tuned simulation achieved
a 0.5% accuracy increase over the default RMSprop hyperparameters. Both the Adam and
the SGD optimizers realized marginal accuracy gains of ~0.005% when compared to the
initial optimizer search in Table 10.

3.7. MobileViT Results

Following the same tuning method, MobileViT was simulated to find the optimal
performing hyperparameters. As seen in Table 12, the best performing optimizers were
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found to be Adam, RMSprop, and SGD. Here, it can be seen that the performance was
similar between the top three. Although, Adam attained the best accuracy of 99.696%.

Table 12. MobileViT initial optimizer search top three performance.

Optimizer Accuracy (%) Precision Recall F-Score
Adam 99.696% 0.996 0.998 0.997
RMSprop 99.492% 0.990 1.0 0.995
SGD 99.391% 0.994 0.996 0.994

Seeking further performance increases with the MobileViT architecture, these top three
optimizers were searched for top performing hyperparameter tunes. The search results are
shown in Table 13 with corresponding parameter selection. Here, it can be seen that the
Adam optimizer continues to achieve highest detection accuracy with 99.797%. This tune
realized a gain of 0.1% accuracy over the default hyperparameters seen in Table 12. SGD
also achieved a higher accuracy over the default values by a similar margin while RMSprop
dropped slightly. However, the best performing hyperparameters for RMSprop as seen
in Table 13 are the default values. Thus, these parameters are consistent in providing
optimal performance.

Table 13. MobileViT top three optimization algorithms with best performing hyperparameters.

Optimization

Algorithm Learning Rate Momentum P B1 B2 Test Accuracy
Adam 0.001 - - 0.001 0.1 99.797%
SGD 0.001 0.99 - - - 99.495%
RMSprop 0.001 0 0.9 - - 99.290%

MobileViT is the smallest model in our comparison, with the selected xxs variant
containing 1.306 million (M) parameters, but performs competitively against the larger
models in accuracy. Section 3.11 draws a full comparison of all tuned model performance
where the model size vs. accuracy is clearly illustrated and further discussed.

3.8. Proposed Modified ResNet-50 Results

A modified ResNet-50 was created using pre-trained weights trained on ImageNet
as the feature extraction base [35]. Additional layers were added including a ReLU non-
linearity, max pooling, and an output layer with sigmoid activation to form the classification
layers. Testing included max pooling and average pooling where it was found that max-
pooling achieved the best results for this model. Here, batch sizes of 32 and 64 were
investigated, with 64 providing better results overall. Data augmentation was also used
through all training as was described in Table 4. Leveraging the optimization and optimiza-
tion parameter searches conducted on base ResNet-50, the optimizer chosen for this model
was SGD, as it provided the best accuracy and generalization. The model was trained over
50 epochs with input size of 250 x 250. Detailed description of the training parameters are
tabulated in Table 14.

Table 14. Proposed modified models training parameters.

Setting Modified ResNet Modified Xception
Batch Size 64 64

Epochs 50 50
Optimizer SGD Adam

Learning Rate 0.01 0.001
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Training accuracy and loss performance over the 50 epochs is illustrated in Figure 10.
Here, it can be seen the Proposed modified ResNet-50 deploying transfer learning quickly
reaches 98% accuracy in the validation set with the loss continuing its downwards trend
well past epoch 40. This model achieved 100% accuracy on the Utah Desert Fire test set,
showcased in the confusion matrix Figure 11. The test performance receiver operating
curve (ROC) and precision-recall (PR) curve for this proposed method are illustrated in
Figure 12.
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Figure 10. Proposed modified ResNet-50 training and loss performance on Utah Desert Fire. (a) Pro-
posed modified ResNet-50 training accuracy. (b) Proposed modified ResNet-50 training loss.
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Figure 11. Proposed Modified ResNet-50 Utah Desert Fire test classification.
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Figure 12. Proposed modified ResNet-50 test performance on Utah Desert Fire. (a) Proposed modified
ResNet-50 ROC curve. (b) Proposed modified ResNet-50 PR curve.
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3.9. Proposed Modified Xception Results

Similar to the proposed modified ResNet-50, a modified Xception architecture was also
created, simulated, and examined. Here a pre-trained Xception architecture was used as the
feature extraction layer. This was achieved by applying the weights learned from training
on the ImageNet dataset and freezing those layers for subsequent training [35]. The feature
extraction layer was fed into a ReLU non-linearity, average pooling, and sigmoid which
formed our prediction layers for fire detection. These additional layers were fine-tuned to
our new task of fire classification. Both max and average pooling were tested, with average
pooling consistently providing better performance on the Utah Desert Fire test data. Based
on the results obtained from the optimizer search on base Xception, the RMSprop optimizer
was chosen for our modified Xception simulations. Batch size was altered from the original
Xception simulations above to 64 which provided consistent performance increases during
training and testing.

Figure 13 shows the training accuracy and loss over the 50 epoch training period for
the proposed modified xception architecture. The model learned rapidly over the first
5 epochs, reaching 95% accuracy on the validation set. As seen in Figure 14, the model only
classified one image incorrectly in the test set resulting in 99.495% accuracy. The ROC and
PR curves for this simulation can be seen in Figure 15.

Training Accuracy Training Loss
o /H 0.6 —— Train Loss
0.95 4 Validation Loss
0.5
0.90
0.4
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c wn
5 a
é 0.80 503
0.75 1 0.2 4
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- - . - - . 0.0 +— - - - - -
0 10 20 30 40 50 0 10 20 30 40 50
Epoch Epoch
(@ (b)

Figure 13. Proposed modified Xception training and loss performance on Utah Desert Fire. (a) Pro-
posed modified Xception training accuracy. (b) Proposed modified Xception training loss.
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F40

F20

No-Fire Fire
Predicted label

Figure 14. Proposed Modified Xception Utah Desert Fire test classification.
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Figure 15. Proposed modified Xception test performance on Utah Desert Fire. (a) Proposed modified
Xception ROC curve. (b) Proposed modified Xception PR curve.

3.10. Architecture Comparison

Table 15 draws a full comparison of the models investigated in this paper and their
performance on the proposed Utah Desert Fire dataset. Here, it is shown that both the
proposed modified ResNet-50 model and base Xception exceed in accuracy reaching 100%.
This was followed by MobileViT at 99.797% accuracy and the proposed modified Xception
model and base ResNet-50 at 99.495%. Lastly, the performance of SVM trails these newer
deep learning models however, still achieves 90.909% accuracy and provides a baseline
comparison as a simple algorithm. Table 15 also draws comparison to each perspective
models parameter size in millions. The inherent trade off between large heavy weight
models and small light weight models is not clearly seen in this dataset. MobileViT, being
the smallest sized model in our comparison is able to classify as well as the other heavy
weight models in Xception and ResNet-50. For cases of edge deployment and real-time
image processing the trade off is vital for achieving real time inference, as large bulky
models are both computationally expensive and occupy more memory.

Table 15. Performance on Utah Desert Fire.

Model Accuracy Precision Recall F1-Score Model Size (Params)
Proposed Modified ResNet-50 100% 1.0 1.0 1.0 23.590 M
Xception 100% 1.0 1.0 1.0 20.861 M
MobileViT 99.797% 1.0 0.996 0.998 1.306 M
Proposed Modified Xception 99.495% 1.0 0.990 0.995 20.864 M
ResNet-50 99.495% 1.0 0.990 0.995 23.587 M
SVM 90.909% 0.909 0.909 0.909 -

3.11. Comparison with Recent Literature on the DeepFire Dataset [19]

With the surge in popularity, machine learning and artificial intelligence has been the
subject of research for fire detection in recent years. One popular forest fire dataset used
in this area was created by Khan et al. and is known as the DeepFire dataset [19]. This
section draws a comparison between the present literature and corresponding performance
with our proposed architectures. Table 16 illustrates the latest performance on the DeepFire
dataset. According to Table 16, the proposed modified Xception architecture utilizing
transfer learning has achieved the highest accuracy at 99.211%. Idores et al.’s TeutongNet
achieved the second-highest accuracy on this dataset, surpassing Khan and Khan’s FFireNet.
Both methods utilized a transfer learning approach similar to our proposed modified
Xception but, made use of differing pre-trained base models and classification layers [20,23].
The top three performing architectures indicate how powerful transfer learning can be for
image classification with small datasets.
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Table 16. Comparison of DeepFire classification models.

Method Accuracy Precision Recall F1-Score

Proposed Modified Xception 99.211% 1.000 0.9842 0.9920

Idroes et al., 2023 [23] 98.680 % 0.9947 0.9793 0.9868

Khan & Khan, 2022 [20] 98.421% 0.9742 0.9947 0.9844

Proposed Modified ResNet-50 98.421% 0.9792 0.9895 0.9844

Mousavi & Ilanloo, 2023 [39] 96.880% 0.9736 0.969 0.9861

Khan et al., 2022 [19] 95.000% 0.9572 0.9421 0.9496
Supriya & Gadekallu, 2023 [21] 94.470% - - -

4. Conclusions

Wildfires are devastating catastrophes that affect communities locally and worldwide.
With the increasing temperature, dry conditions due to climate change, and the quick
spread of such fires, it is vital that these disasters be detected early. This research outlined
four popular machine/deep learning architectures and algorithms along with two new
proposed modified models with their corresponding performance on the fire detection
problem. Utilizing the newly created Utah Desert Fire dataset, the models were tuned for
their optimal performing hyperparameters and compared to analyze performance. The
highest performing model on the Utah Desert Fire dataset was found to be the proposed
modified ResNet-50 model and base Xception with both reaching 100% accuracy after
training, followed by MobileViT and our proposed modified Xception with 99.797% and
99.495% accuracy, respectively. The important tradeoff between model size and accu-
racy was compared and the smallest model, MobileViT, still achieved notable accuracy.
For further comparison, the proposed modified models making use of transfer learning
were tuned and trained on the popular forest fire dataset DeepFire. Here, our proposed
modified Xception model achieved highest accuracy at 99.211% topping the accuracy of
recent literature. These results show promising performance in accurately identifying both
desert and forest fires which is a crucial step towards easing the environmental impact of
these disasters.

5. Future Work and Challenges

Wildfires are fast spreading environmental disasters that require massive resources
to curb their spread once started. We have seen the power of deep learning in identifying
fires in both desert and forest settings. However, accurate detection is only part of the
solution. Due to the rapid changes and spread of fires, detection speed also plays a vital
role in wildfire prevention. Achieving real-time performance will require researchers to
address the following challenges.

*  Reduction in model complexity for faster inference speed.

*  Robust datasets for generalization within diverse environments.

*  Real-time location systems for relaying size and direction of fires to corresponding
officials.

*  Real-time data acquisition, processing, and transmission in remote environments.

Our future work will include the investigation of light weight models and methods
for increasing the inference speed to achieve real-time performance, while having high
detection accuracy.
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Abbreviations

The following abbreviations are used in this manuscript:

Adam Accelerated Adaptive Moment Estimation
Adagrad  Adaptive Gradient Algorithm

FN False Negative

FP False positive

GFLOPs  Giga Floating Point Operations per Second
GPU Graphics Processing Unit

Ha Hectares

M Million

Nadam Nesterov-Accelerated Adaptive Moment Estimation
PR Precision-Recall

RBF Radial Basis Function

R-CNN Region Based Convolutional Neural Networks
ResNet Residual Network
RMSprop Root Mean Square Propagation

ROC Receiver Operating Characteristic
SSD Single Shot Detector

SGD Stochastic Gradient Descent

SVM Support Vector Machine

N True Negative

P True Positive

VGG Visual Geometry Group

ViTs Vision Transformers

Xception  Extreme Inception

XXS Extra Extra Small
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