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Abstract: Thanks to continuously evolving data management solutions, data-driven strategies are
considered the main success factor in many domains. These strategies consider data as the backbone,
allowing advanced data analytics. However, in the agricultural field, and especially in fish farming,
data-driven strategies have yet to be widely adopted. This research paper aims to demystify the
situation of the fish farming domain in general by shedding light on big data generated in fish farms.
The purpose is to propose a dedicated data lake functional architecture and extend it to a technical
architecture to initiate a fish farming data-driven strategy. The research opted for an exploratory
study to explore the existing big data technologies and to propose an architecture applicable to
the fish farming data-driven strategy. The paper provides a review of how big data technologies
offer multiple advantages for decision making and enabling prediction use cases. It also highlights
different big data technologies and their use. Finally, the paper presents the proposed architecture to
initiate a data-driven strategy in the fish farming domain.
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1. Introduction

Nowadays, big data and its applications are ubiquitous since businesses and organi-
zations have increasingly adopted data-driven strategies which allow them to tackle many
challenges [1]. In parallel, cloud computing and high-performance computing became in-
creasingly accessible as a service, which made adopting big data solutions in many domains
possible [2]. However, despite all the advantages of adopting a data-driven strategy, the
agricultural domain has not benefitted sufficiently from it yet, especially in the fish farming
field [3]. Moreover, compared to other domains, the agricultural field, in general, and fish
farming, in particular, has a high level of uncertainty due to various parameters that affect the
quality and quantity of production [4]. Consequently, applying a data-driven strategy in the
fish farming domain will not only bring benefits to farmers but also enhance the sector as a
whole. The proposition to adopt a strategy for the whole domain instead of focusing on the
fish farms specifically has not yet been discussed and the proposition of an architecture to
initiate this strategy has not been addressed either. This assertion is a result of the literature
and the more detailed comprehensive review is in the methodology section.

A data-driven strategy for fish farming will reduce uncertainties and provide contin-
uous decision support, revolutionizing the fish farming sector [3]. Nevertheless, making
the data the pillar of this strategy will directly impact the production efficiency and nutri-
tion quality with minimal environmental damages, which implies social, economic, and
ecological benefits [5].

To obtain crucial information about massive datasets, advanced data analysis tech-
niques have been used to transform big data into valuable data since it helps organizations
and businesses make better decisions. For example, in the field of healthcare analytics, large
datasets (provided by applications such as electronic health records and clinical decision
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systems) enable healthcare practitioners to provide effective and accurate solutions for pa-
tients based on their overall history rather than relying only on the current collected data [6].
It has to be noted that traditional data analytics are deprecated to use in a big data context
as long as the V’s that characterize big data, namely, veracity, value, velocity, volume, and
variety will immediately affect the accuracy of results. Additionally, other characteristics
may be added to big data such as viscosity, venue, validity, and viability [7]. Furthermore,
many artificial intelligence (AI) methods were developed to extract valuable information
and discover hidden patterns from enormous amounts of data more accurately and faster
than traditional techniques [8], such as machine learning (ML) or data mining (DM). For
instance, a detailed analysis of historical fish farming data, real-time collected data, and
other parameters will provide a detailed and extensive vision of the fish farming market
status, thereby taking the appropriate decisions regarding the fish farms management [9].
Fish farming data have three main sources: sensors, flat files, and APIs. The parameters
collected from sensors mainly are the following: temperature, light, chemical composition,
and average weight of fish. Flat files contain manual data that cannot be automated or
has yet to be automated like food quantities or fish count. Furthermore, the APIs provide
another type of data like weather data, fish prices, fish food prices, and others.

This article is organized into seven sections: First, an introduction to present big
data applications and how they can be used to enhance domains. Second, we present the
methodology used in this study. After that, in Section 3 we highlight the advantages of
adopting data-driven strategies in several fields and how it enables the adoption of fish
farming data-driven strategies. Section 4 presents the different big data technologies used
for proposing a dedicated data lake architecture. Section 5 proposes a technical data lake
architecture for handling fish farming data based on the Hadoop ecosystem. Section 6 is a
discussion to shed light on the positive impact of adopting a data-driven strategy based on
data lake architecture. Finally, Section 7 resumes the different axes tackled in this paper,
and then it describes future work that includes developing a proof of concept based on the
proposed fish farming data lake architecture.

2. Materials and Methods

The primary research method for this study is a review of the literature. The objective is
to identify sources that address the same research question: How can big data technologies
help enhance the fish farming domain? All the literature available and published after 2018
has been assessed. Other than the period criteria, we used a few criteria to narrow down the
sources: scholarly (peer reviewed) sources, full article publication, language publication in
English, and articles focusing on technical design. To collect articles from renewed research
databases such as web of science, Springer and IEEE Xplore, we used the following query:
[“Big Data” or “Data-driven” ok “Big Data Technologies” ok “Data Lake Architecture”] and
[“Aquaculture” ok “Fish Farming”]. It is important to note that this research is limited by
manpower and time, and thus the sources found may not be exhaustive.

Following that, we examined the academic sources based on a comprehensive review
in order to identify the current industry data-based solutions. The remaining sources
address the following subjects:

• Review of big data in aquaculture;
• A data science method proposal to address water management, disease detection,

feeding strategies, and fish behavior monitoring.

These sources focus on problem resolution at the farm level. The proposition of an
architecture to initiate a data-driven strategy for the fish farming domain is yet to be addressed.

In the next step of this study, we follow an exploratory study to explore the existing big data
technologies and propose an architecture applicable to the fish farming data-driven strategy.

3. Big Data Enabling the Adoption of Fish Farming Data-Driven Strategies

The amount of available data does not solely determine the big data value but is
determined by how it has been used. Analyzing data from different sources increases
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operational efficiencies, upgrading product development, and driving new revenue and
growth prospects by enabling smart decision making.

Big data technologies and their applications have been adopted in many fields and
have earned one’s spurs. Indeed, it offers multiple advantages in terms of detecting the
leading causes of failures/anomalies, evaluating the potential risks that may occur, spotting
fraudulent situations before it harms the business or increasing the accuracy of artificial
intelligence models. Below is a review shedding light on the multiple advantages that big
data offers on some domains [10]:

• Public sector: increasing transparency through accessible, connected data, identify-
ing demands, customizing actions for appropriate products and especially services,
decision making with fewer risks, and inventing modern services and products [11].

• Industry: precise demand forecasting, higher supply chain planning, sales support,
advanced production operations, and integrating web search-based applications [12,13].

• Marketing: near real-time clients’ behavior analysis based on marketplace collected
data, geo-targeted advertising, more effective product design, price and variety opti-
mization, distribution, and logistics management [14].

• Healthcare: clinical decision support systems, personal analytics based on each pa-
tient’s profile history, personalized treatment, illness pattern analysis, and performance-
based payment for medical staff [15,16].

Putting data at the center of a strategy will provide immense opportunities for orga-
nizations to improve [17,18]. Adopting the same concept in the agricultural domain and
especially in the fish farming sector will enhance the domain as a whole by handling multi-
ple parameters (on the farm level as temperature, pH or on the domain level as investing
in an area or another) that could tackle the development of the fish farming domain [19].
However, designing a fish farming data-driven strategy can only be possible by implement-
ing a dedicated big data architecture, offering the ability to handle heterogeneous data
from different sources.

Handling fish farming data is not as easy as it appears, since the objective is to
implement a data-driven strategy whose cornerstone is built upon data. Nevertheless, the
collected and generated data records have the characteristics of big data (the V’s of big
data), so handling it is challenging. As a consequence, designing a dedicated data lake
architecture is primordial.

The data lake remains an adequate data handling platform for the fish farming use
case, as it relies on the extract load transform (ELT) process rather than the extract transform
load (ETL) process adopted in data warehouse architectures [20]. The ELT process allows
ingesting data from heterogeneous sources without undergoing a specific schema and then
processing the data to extract hidden patterns and valuable information before exposing it
to the end user [21].

The data lake architecture has evolved from mono-zone architecture to multi-zone
architecture [22]. With the mono-zone concept, the data lake has a flat architecture where all
the collected data is stored in their raw format, with low costs. Despite that, the mono-zone
data lake architecture has limited user access and restricted data processing operations.
The multi-zone concept usually relies on three main zones, namely, the RZ (raw zone),
CZ (conformed zone) and AZ (analytics zone). The RZ is where the data is stored as-is
without any transformation; the ingestion can be in batch mode or real-time mode. The
main goal of this zone is to provide data engineers with the original version of the data and
facilitate subsequent processing. The previously stored data is transformed at the CZ level
to match specific needs. It can also be noted that both batch and real-time processing can
be adopted to make data accessible for analysis purposes. Processing includes operations
such as selecting, joining, and aggregating datasets [23]. The AZ, also known as the access
zone, exposes the preprocessed data and access to it is granted to data analysts. This zone
provides a self-service data exploration for the analytics use cases (business intelligence,
machine learning algorithms, statistical analysis, and reporting).



Appl. Syst. Innov. 2023, 6, 8 4 of 11

Along with this, our proposed functional architecture for handling fish farming big
data contains three main phases, namely, data generation and collection, data ingestion
and treatment, and data analysis and exploration, as presented in the Figure 1 below:
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By concretizing this functional data handling architecture, the fish farming domain
will not remain a traditional field but a data-driven domain, thanks to the possibility of
analyzing and extracting valuable information from massive data gathered from multiple
fish farms [24].

In other terms, the fish farming data lake will make data accessible for multiple users
to perform analysis and not restrict access to only users with a solid technical background.
Adopting a data-driven strategy will become possible, thus enhancing the whole domain.

4. Big Data Technologies for Fish Farming Use Case
4.1. Hadoop Ecosystem

Apache Hadoop is a popular big data technology with a large community. The main
goal of this technology is to tackle the various challenges of performance and complex-
ity while working with massive data using traditional systems. Hadoop is designed to
effectively perform advanced processing on colossal data sets through a distributed file
system [25]. Indeed, Hadoop runs the data processing tasks where the data are stored in
the cluster and not copied in memory. As a result, Hadoop allows querying terabytes of
data in a few seconds, with high fault tolerance, as it replicates data on servers to avert
data loss [26].

Hadoop relies on two main components to provide a robust big data platform: Hadoop
distributed file system (HDFS) and the MapReduce (MapR) model. Moreover, depending
on the need, we may install new modules on top of Apache Hadoop to match applica-
tions’ requirements.

4.2. Hadoop Distributed File System (HDFS)

Hadoop distributed file system is based on master-slave architecture to store massive
data files with high-scalability and low-cost. It can store structured, unstructured, and semi-
structured data. The main advantage of HDFS is the concept of delegating computation
tasks near to data location since it reduces the network congestion in the cluster. Indeed,
the cluster is constituted of two types of servers, the name node (master) that is responsible
for managing file systems operations and multiple data nodes (slaves) that coordinate data
storage and computations [27].

4.3. MapReduce Model (MapR)

MapReduce is a programming model implemented on top of HDFS. It is the corner-
stone of big data management as it allows the efficient processing of huge amounts of data.
The MapR model relies on parallel processing and contains two main functions: the Map
and the Reduce [28].

In the Map function, there are two actions, first splitting the dataset into equal units or
chunks constituting key-value pairs. The key-value pairs are given to the mapper that runs
parallel mapping tasks across the cluster and resulting intermediate key-value pairs. It has
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to be noted that the resulting key values are sorted and grouped before transmitting them
to the Reduce phase.

In the Reduce function, process the intermediate key-value pairs. For each key, the
Reduce function aggregates the values with a coding logic to provide a summary of the
entire dataset. Finally, the output is stored in the HDFS.

4.4. Data Exposition: Hive, Hbase, Elasticsearch

Apache Hive is a distributed, fault-tolerant data warehouse system built on top of
HDFS. It is designed to efficiently store and analyze huge datasets by centralizing them in
a single store. Indeed, Hive is based on structured tables. Each table has a related HDFS
directory that is divided into partitions, and each partition is divided into buckets. In
addition, for better data analysis, Hive provides a SQL-like language named HiveQL for
querying data. Each HiveQL query is converted into MapR jobs processed in parallel and
impacting data in HDFS directly [29].

Apache HBase is a distributed, column-oriented, non-relational database with a
key/value model built on top of HDFS. It is designed to support high table updates.
In addition, HBase allows gathering multiple data elements into column families with a
unique row key; however, HBase is most effectively used to store non-relational data in
data-driven strategies. The HBase API enables random, strictly consistent, and real-time
access to large volumes of data. In fact, HBase tables are known as HStore, and each HStore
has one or more associated map files stored in HDFS [30].

Elasticsearch is a NoSQL, document-oriented database. It stores data in an unstructured
way and cannot be queried using SQL. Since it is based on indices, the entire object graph
needs to be indexed to be searched. Elasticsearch is a distributed search and analytics engine.
Kibana is a proprietary data visualization dashboard software for Elasticsearch. Kibana
enables interactive exploration of data in Elasticsearch using Kibana Query Language to filter
data using free text or field-based search. The elastic stack can be used not only for functional
data but also to Store and analyze logs, metrics, and security event data [31].

4.5. Data Ingestion: Apache Sqoop, Apache Flume

Apache Sqoop is a tool designed for efficiently transferring bulk data between Apache
Hadoop and relational database management systems such as MySQL and Oracle. It is an
open-source command-line interface application ETL tool [32].

Apache Flume is an open-source, powerful, and flexible system to collect, aggregate,
and move large amounts of unstructured data from multiple data sources into Hadoop
(HDFS or HBase). It is written in Java and has a flexible architecture based on streaming
data flows. Flume has its own query processing engine to transform new batches before
moving to the intended sink [32].

4.6. Data Processing: Apache Spark

Apache Spark is an open-source distributed data processing engine. Unlike the MapR
framework, Spark uses in-memory caching to optimize performance. In addition, Spark
enables complex processing on huge datasets through development APIs in Scala, Python,
or Java. Indeed, Apache Spark relies on the resilient distributed dataset (RDD) concept,
which is a constructed collection of data from a source system or another RDD stored in
memory. In case of failure, Spark can reconstruct the RDD thanks to a direct acyclic graph
that describes the sequence of operations, hence the resilience of RDDs. It has to be noted
that while working on DataFrames and datasets, Spark implicitly transforms them to RDD
before performing any processing. The Spark framework includes many components, such
as those listed below [33]:

• Spark Core: It is the cornerstone of the platform as it is responsible for managing
memory, distributing tasks, interacting with HDFS, and fault recovery.

• Spark SQL: It is a distributed engine allowing fast, interactive querying compared to the
MapR model. Moreover, it can write the output RDD to Hive tables and use HiveQL.
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• Spark Streaming: It is a real-time engine allowing streaming data analysis. Mainly,
it relies on the micro-batch data ingestion concept and enables data processing with
almost the same logic as batch processing.

4.7. Stream Processing: Apache Kafka

Apache Kafka is an open-source distributed event store and stream-processing plat-
form written in Java and Scala. Kafka provides a low-latency, high-throughput platform for
handling real-time data feeds. It guarantees zero data loss and is very fast, as it performs
over 2 million writes per second. Kafka is used to building real-time streaming pipelines to
move data from one system to another. Indeed, Kafka is a publish–subscribe messaging
system that receives data from multiple sources and makes it available for listening systems.
An application publishes a stream of events to a topic on a Kafka broker, which can then be
consumed independently by other applications [34].

4.8. Data Scheduling: Apache Oozie, Apache Airflow

Apache Oozie is a server-based workflow scheduling system to manage Hadoop jobs.
The workflows on Oozie are based on XML (extensible markup language) and defined
using control flow and action nodes in a directed acyclic graph (DAG) [35].

Airflow is an open-source workflow management platform for data engineering
pipelines developed at Airbnb to manage workflows’ increasing complexity. It is based on
Python, and it authors workflows as DAGs of tasks.

5. Technical Data Lake Architecture Proposal for Fish Farming Data-Driven Strategy

With the emergence of data-driven strategies in many fields and the massive increase
in the quantity of generated data by the fish farming domain, it is imperative to design a
data lake architecture able to handle data coming from different sources and offer a solid
platform to perform advanced analytics. The proposed fish farming data lake architecture,
represented in Figure 2, represents a flexible, scalable, and efficient solution that covers the
entire process of collecting, transforming, and exposing data.

In order to ease the implementation of this architecture and make it widely accessible,
the fish farming data lake was designed according to six main guidelines:

1. It should support handling the three types of data (structured, semi-structured, unstructured)
2. The process of collecting and ingesting data should be automated
3. Depending on the provenance and type, the data should be classified
4. It should support handling historical/backup data in raw format
5. Providing a dedicated data access layer for data analyst teams
6. Providing a data science laboratory for advanced analytics

In the same perspective, the proposed fish farming data lake architecture is multi-
zone architecture with three main zones; namely, raw zone (RZ), trusted zone (TZ), and
access zone (AZ).

The data could be gathered from different sources such as relational data base manage-
ment systems (RDBMS), CRM/ERP, human-generated data such as flat files, application
programming interfaces (APIs) like weather and IoT/Sensors for data like Ph, temperature,
and pressure. Then, the data is directly submitted to the data lake edge node as it is
considered the entry point.

5.1. Raw Zone

The gateway represents the entry point of the data lake. The main objective of the
gateway machine is extracting data from multiple sources before loading it into the Hadoop
distributed file system. Each data source has access to this server; however, this server
should not be confused with HDFS. The received data files follow a nomination pattern
that indicates their source and date. The reason behind using this approach is to allow
keeping track of the collected data.
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The data loader is the mechanism that allows the loading of data to HDFS. It is a
developed job that reads the previously received data files from the gateway and stores
them in the data lake file system. It relies on a defined naming pattern to identify the source,
domain and time of data batches then it loads each one in the appropriate HDFS repository.
In addition, the data loader can distinguish between structured, semi-structured, and
unstructured data based on the data file extension. On the HDFS side, three repositories
are created: structured, semi-structured, and unstructured data inside each directory, data
is organized by source, and we have different domains inside each source. These three
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HDFS repositories constitute the raw zone. It must be noted that the data is stored as-is
from the source at this level.

5.2. Trusted Zone

To pass this data to the trusted zone, we rely on different jobs depending on the data
type. For structured data, it is directly stored in structured tables. Apache hive is a data
warehouse system based on two types of tables: External and managed. External tables
point directly to a remote data directory with a defined structure (fields, delimiter, etc.).
Moreover, it has to be noted that Hive does not manage the storage of the external table; it
only manages the metadata, which means, in case of deleting the external table, the data
remains in HDFS, and only the table definition is deleted. For managed tables, also known
as internal tables, both the storage and the metadata are managed by Hive, and deleting the
table implies deleting the data from HDFS. The table creation is a one-time action. Still, the
data ingestion into the conformed zone is an automated process using an orchestrator such
as Apache Oozie that allows the execution of sequential and parallel tasks with a defined
frequency to match the frequency of data collection.

Semi-structured data is not collected in a conventional or tabular form but is not
completely unstructured. It contains some tags or key values that can be used to analyze
that data. In our data lake use case, semi-structured data may refer to JSON files, XML
files, or other markup language-based files. This data is transformed using dedicated
Apache Spark jobs to match a defined structure at the level of the conformed zone. A
dedicated spark job is developed for each semi-structured data source to transform and
store data values in the conformed zone in a structured hive table. The spark jobs are
executed systematically using the orchestrator to ensure a continuous semi-structured
data integration.

In the fish farming data lake use case, unstructured data, such as images and geospatial
data, is usually used for data science use cases. For this purpose, data transition scripts are
developed to create dedicated data science repositories for each use case.

5.3. Access Zone

The access zone objective is to allow easy access to all data available on the data
lake for reporting, dashboarding, or data analysis purposes. In this optic, a dedicated
layer is created for each need with controlled data access. These layers are either a group
of hive tables or specific directories containing unstructured data. The data access is
controlled using Apache Ranger policies. By this architecture, we can ensure that all
external tools/teams can plug into the data lake and read the specified data.

6. Discussion

The agricultural sector produces massive data that can enhance the sector as a whole and
anticipate market needs. This data is either produced by captors in the crops/tanks or collected
from commercial activity. In addition, through big data technologies, advanced data analytics
platforms are designed to facilitate the process of extracting valuable information from stored
data for farmers and researchers [36]. For instance, weather forecasting can be performed
based on the collected data from APIs since it is considered a key factor for fish farming.
Moreover, it is very interesting for fish farmers to continuously measure tank temperature
and Ph, which can be easily retrieved from data. In addition, big data technologies offer huge
opportunities for farmers to adopt better fish management by analyzing different stages of
fish farming, such as fingerling, nutrition, and production time [37].

Another critical point is to analyze the market information to obtain profit from fish
production. It has to be noted that many parameters can constitute market data, such
as input cost, price trends, farming cost, demand and supply, and transportation cost.
Furthermore, this data may be accessible to other public and private parties [38].

Given these points, the proposed fish farming data lake architecture is designed to
initiate the adoption of a data-driven strategy based on the results of analyzing huge data
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existing on the data lake. This architecture is designed to collect data existing in different
farms with different formats and types. Then, it is directly saved into the RZ without
applying any transformation to it, with the aim of forming a solid historical repository of
the received data. Following that is the TZ, where lean transformations are applied to make
data ready for further analysis. Finally, the AZ is made up of a dedicated layer with the
required data for each team.

7. Conclusions

In this paper, we discussed the positive impact that data-driven strategies have when
adopted in a domain. In addition, we take several domains, such as marketing, healthcare,
and the industry of construction, as a reference to confirm that making data the center of a
strategy allows extracting valuable information to support decision-making and predictive
analysis. However, we shed light on the agricultural domain as it does not sufficiently benefit
from the advantage of adopting a data-driven strategy, especially in the fish farming field.

In addition, designing a dedicated data lake architecture is the cornerstone of adopting
a fish farming data-driven strategy. Furthermore, we propose a complete fish farming big
data architecture for collecting, handling, and processing data, based on a multi-zones data
lake architecture (RZ, CZ, and AZ), allowing huge data analysis with high efficiency and
scalability. Moreover, we present the previously proposed data lake functional architecture
from a technical perspective by demystifying each Hadoop ecosystem component used
while implementing this solution. On top of that, we explain the technical use of each one
of the mentioned data lake zones.

The motive behind our study is to initiate a data-driven strategy that benefits the
whole fish farming domain in an area or region and not focus only on a farm level. This
idea translates into collecting and transforming huge data sets from multiple farms in order
to extract more value and enhance not only production in each individual fish farm but
also decision making and analytics of the domain in the whole area. Our contributions
consist of:

• Proposing a data-driven strategy for the fish farming domain as a whole in a country
or region;

• Presenting different big data technologies to use to collect, store, transform, and expose
data in order to extract value from it;

• Proposing a technical architecture using these technologies to initiate a data-driven strategy.

Ultimately, our future work will focus on implementing this proposed dedicated fish
farming data lake architecture to provide a proof of concept (POC) and simulate the data
collection, transformation, and exposition process based on raw generated fish farming data.
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