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Abstract: Verbal autopsies (VA) are commonly used in Low- and Medium-Income Countries (LMIC)
to determine cause of death (CoD) where death occurs outside clinical settings, with the most
commonly used international gold standard being physician medical certification. Interviewers elicit
information from relatives of the deceased, regarding circumstances and events that might have led
to death. This information is stored in textual format as VA narratives. The narratives entail detailed
information that can be used to determine CoD. However, this approach still remains a manual task
that is costly, inconsistent, time-consuming and subjective (prone to errors), amongst many drawbacks.
As such, this negatively affects the VA reporting process, despite it being vital for strengthening health
priorities and informing civil registration systems. Therefore, this study seeks to close this gap by
applying novel deep learning (DL) interpretable approaches for reviewing VA narratives and generate
CoD prediction in a timely, easily interpretable, cost-effective and error-free way. We validate our DL
models using optimisation and performance accuracy machine learning (ML) curves as a function of
training samples. We report on validation with training set accuracy (LSTM = 76.11%, CNN = 76.35%,
and SEDL = 82.1%), validation accuracy (LSTM = 67.05%, CNN = 66.16%, and SEDL = 82%) and test
set accuracy (LSTM = 67%, CNN = 66.2%, and SEDL = 82%) for our models. Furthermore, we also
present Local Interpretable Model-agnostic Explanations (LIME) for ease of interpretability of the
results, thereby building trust in the use of machines in healthcare. We presented robust deep learning
methods to determine CoD from VAs, with the stacked ensemble deep learning (SEDL) approaches
performing optimally and better than Long Short-Term Memory (LSTM) and Convolutional Neural
Network (CNN). Our empirical results suggest that ensemble DL methods may be integrated in the
CoD process to help experts get to a diagnosis. Ultimately, this will reduce the turnaround time
needed by physicians to go through the narratives in order to be able to give an appropriate diagnosis,
cut costs and minimise errors. This study was limited by the number of samples needed for training
our models and the high levels of lexical variability in the words used in our textual information.
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1. Introduction

More than 65 percent of the world population lacks high quality information on cause
of death (CoD), accounting for two thirds of the sixty million deaths worldwide that are
not assigned a medically certified cause [1–3]. This information is vital for informing civil
registration systems, policies and strengthening health priorities. Most of these deaths
are common in Low- and Medium-Income Countries (LMIC) as they occur outside health
facilities [4]. As such, the verbal autopsy (VA) tool is used to determine CoD. A VA is a
process that entails non-medical personnel interviewing the next of kin of the deceased
using a structured questionnaire where they seek to elicit information on circumstances
and events that could have led to CoD. The collected information known as VA narratives
are then housed as text and given to two medical doctors who determine the probable CoD,
and if they do not agree, a third physician is consulted, a process known as physician-coded
verbal autopsy (PCVA) [3]. Detailed information on the VA process is reported in [5]. Even
though the PCVA is the only gold standard used in CoD decisions, this process is expensive,
time-consuming, inconsistent and subjective (prone to errors in information elicitation),
amongst many drawbacks.

This has led to alternative novel approaches that use probabilities, tariff scores and sta-
tistical operations to get to the CoD [6,7]. These approaches are known as computer-coded
verbal autopsy (CCVA). Recent studies have mainly focussed on statistical approaches
that seek to investigate CoD determination using VA narratives by employing CCVA
approaches [7–11]. Nevertheless, these approaches perform poorly because of the un-
structured narratives that they take as input for CoD classification. Therefore, the CCVA
approaches cannot be applied to guide health priorities as they fail to avail enough evidence
where there is limited expert diagnosis [1]. On the other hand, there have been efforts
to apply machine learning (ML) approaches, which have shown better results than the
CCVA approach. Considerable research was conducted by applying various shallow ML
algorithms that are trained on very high dimensional (where there are many predictors
and outcome variables) and sparse features (predictors and outcome variables are not
within the same scale) to obtain meaningful information from the VA narratives [3,12–20].
Most of these ML techniques perform poorly because of high-dimensionality data caused
by a lack of feature scaling, missing effective feature engineering techniques, ineffective
preprocessing strategies and a lack of data balancing.

Advances in technology, specifically in ML and natural language processing (NLP),
have availed new opportunities and proficiencies in the processing and classification of
textual narratives. In this study, we present novel robust DL architectures that use NLP,
specifically tailored to effectively process VA narratives and predict probable CoD.

Furthermore, we aim to assess the potential impact of the DL methods in healthcare
and mortality assessments. In so doing, we will be able to enhance CoD prediction accuracy
by leveraging the advanced capabilities of ensemble DL approaches as compared with the
existing baseline methods reported in [21]. Our DL methods will further give us insights
into how it arrived at a CoD prediction, a step crucial for enforcing transparency and
trustworthiness in the use of AI in disease diagnosis in the public health space. As such,
this will allow us to explore the potential application of the SEDL in the real world,
opening avenues for assessing its applicability beyond this study’s context, such as different
populations, regions and datasets, and consequently discovering new knowledge and
presenting valuable insights and semantic relationships between the VA narratives and
their corresponding probable CoD.

Even though DL techniques are more accurate in terms of prediction, they have a
limitation in terms of complexity and model interpretability (understanding how the model
performed in the way it did). Despite these challenges, DL has shown promising results
because of its efficiency, superior performance, integrated feature learning and effective
capabilities of attaining end-to-end learning from complex and multi-modality data [22].
Conversely, conventional statistical and ML techniques require firstly to perform feature
engineering to attain effective and robust features representative of the data and then
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build predictive models. There is scant literature, especially on applying advanced ML
techniques known as DL models as approaches to solving VA problems.

This study enhances the transparency, trustworthiness and accountability in the use of
AI-driven healthcare applications. Integrating such an explainable system in CoD diagnosis
will minimise diagnosis errors, reduce bias and improve diagnosis turnaround time and
cut costs, amongst many benefits. As such, it will enforce effective collaborations on the
use of AI systems in aiding human interpretation and annotation of disease diagnosis, thus
improving the quality of VA reporting and decision making, which is key in informing civil
registration systems and strengthening health priorities.

2. Deep Learning in VA

DL functionalities, such as automated feature extraction and engineering, have trig-
gered the application of automated diagnosis systems, something that was initially impossi-
ble with conventional ML approaches [23]. DL has produced good results and has already
been applied in the health domain as in the work of [24–27]. Other studies by [27–29] also
show the positive results of DL approaches. Ref. [30] pointed out that the DL approaches
can improve ML results in various fields, such as speech recognition, drug discovery and
object detection, amongst many. Moreover, DL models with optimal hidden layers have been
developed to reveal information not easily detectable with traditional statistical and ML mod-
els. These DL architectures can achieve learning of data representation with varying levels
of data abstraction when even computational techniques use few processing layers [31].
Feature engineering in DL to extract, represent and select features is performed using an
end-to-end system that learns in an automated fashion from training data. Therefore, these
advanced approaches can be relevant in VA data with high-dimensional sparse data.

Initially, the Convolutional Neural Network (CNN) architecture was used for image
recognition using multiple data arrays. Nevertheless, further inquiries with this architec-
ture showed better results when used for text classification using one-dimensional data
structures and character levels [29,32]. Various researchers applied the basic Recurrent
Neural Network (RNN), with some investigators modifying the approach for sentiment
analysis and producing good results [33–38]. Other work by [30,39] used a fusion of a
CNN and RNN and attained good results using a hierarchical implementation. Ref. [40]
investigated a multitask learning model for CoD classification. They used a CNN and
Linear Discriminant Analysis (LDA) for topic segmentation. The predicted key phrase
clusters outperformed the LDA and CNN models in extracting keywords from the VA data.
They employed a CNN feed-forward network that took the input of word embeddings,
using 10-fold cross validation for optimisation, to generate distinct LDA topics. They
attained a precision of 0.779, a recall of 0.778 and an F1-score of 0.774. However, they used
a small dataset and had word clusters that were more frequent and longer than others,
creating non-representative features. Ref. [41] also explored character embeddings on VA
data to try and establish if their approach could improve CoD classification. They used four
datasets with varying disease categories and deduced that character information improves
accuracy when used with smaller datasets as the models can handle unknown words and
different forms of spelling. They reported a significant improvement using models, such as
a CNN. However, their study only used small datasets of less than 1000 cases, which varied
in size. Ref. [42] used DL interpretable methods to extract the CoD from VAs by applying
logistic regression, Bayes classifier, random forest ensemble and two variants of RNN DL
architectures. Their experiments used three datasets, but high scores were attained only for
the DL architecture on the neonatal dataset with a precision of 63.2%, an accuracy of 63.0%,
a recall of 63.0% and an F-score of 61.3% .

Ref. [43] experimented on the prediction of death status on treatment course in SARS-
COV-2 patients using DL and ML methods and reported an accuracy of 97.15% on the
DL approaches and 92.15% for random forest, 93.4% for k-nearest neighbour and 99.7%
for the ensemble classifier XGBoost. Ref. [44] performed an analysis of railway accident
narratives using DL distributed vector representations and a RNN and CNN. They achieved
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a high accuracy of 75% and an F-score of 0.65 using word2vec as the distributed vector
representation of words and a CNN.

2.1. Ensemble DL

Apart from the conventional DL approaches discussed above, there have been studies
that applied what are known as ensemble DL approaches (combination of several individual
models) in a quest to attain a better generalisation performance. Ensemble DL makes
use of an averaging or voting process of the combined models to get to a final model
prediction. Ref. [23] conducted a study where they applied SEDL using the CNN for
paediatric pneumonia diagnosis by using chest X-ray images. They combined conventional
traditional ML approaches with DL approaches. They reported an accuracy of 98.3%, a
precision of 99.29%, a recall of 98.36%, an F1-score of 98.83% and an AUC of 98.24%. They
concluded that their stacked ensemble models attained optimal model performance and the
findings can be used to assist clinicians in the diagnosis process. Similar work was reported
in [45], which pointed out the robustness of ensemble classifiers on attaining high model
performance. However, they highlighted the importance of addressing class imbalance
for improved results. Ref. [46] conducted a study on the application of ensemble DL for
COVID-19 case detection using chest X-ray images. They attained an accuracy of 95% and
reported that ensemble classifiers can yield better performance. Nevertheless, they pointed
out the need to have more data points for model improvement. Ref. [47] conducted a review
on the various types of ensemble DL approaches and reported that ensemble approaches
are better in terms of model performance. However, they argued that these DL models are
difficult to train with smaller training samples, they are complex in nature and selecting
models to include in the ensemble architecture is also a challenge. The authors further
pointed out that there is a need for researchers to investigate how best to find a strategy
to define the number of base learners to be included in the architecture, find a criterion
for model selection and combine different fusion strategies. Ref. [23] argued that stacking
is one effective ensemble DL approach, which entails creating a stack of predictions from
base classifiers, also known as individual classifiers. These predictions on base classifiers
are used as features, which are taken as input for training the meta learner, which is the
final classifier. This results in model improvement as stacking combines the strengths of
the base classifiers. Ref. [48] reported on the application of ensemble DL models for heart
disease classification using data from Mexico. They reported on the accuracy and F1-scores
within the range of 91% and 96%. They concluded that ensemble DL can attain high model
performance, which can be used for real-time reporting and diagnosis in the health space.

2.2. Explainable AI

Although DL methods have shown promising results in various domains, they are dif-
ficult to interpret. In other words, it is difficult to tell how a model got to a final prediction
due to the complexity. This is the reason why DL models are known as a black box [49–51].
As such, this has given rise to the field of Explainable Artificial Intelligence (XAI), which
strives to ease DL model interpretability. Ref. [50] pointed out that XAI approaches can be
categorised into intrinsic and post hoc. The authors elaborated that intrinsic approaches
are easy to understand as to how they got to the decision-making process. On the contrary,
post hoc approaches help us understand the context of the input data that leads to a classi-
fication decision in any classifier. They usually use visual explanations, local explanations
and explanation by simplification, amongst many functionalities. Ref. [52] argued that XAI
can be applied in the medical field to aid clinicians in getting to a diagnosis in a way that is
transparent, understandable and explainable. This can be effectively implemented only
if ML models are able to justify how they arrived at a decision. Additionally, the authors
further elaborated that if XAI is employed properly, it will increase the chances of trusting
and implementing such strategies within the medical domain. The authors applied XAI
to aid in human decision support within the medical space. They applied three different
strategies and concluded that if properly implemented and improved, these approaches
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may prove key in the decision-making process for clinicians. Ref. [49] also supported the
above described notion and argued that most of the DL model predictions are black boxes
and they lack interpretability on how the model got to a decision. As such, this makes it
difficult for the health experts to be able to understand and trust the results generated by
ML models, hence the limited use within the public health space. In order to build trust
in model predictions, there is a need to incorporate the explainability and interpretation
of the results generated by the models. This may position DL models as an encouraging
choice in its application and usage in healthcare to improve healthcare outcomes.

In this study, we used Local Interpretable Model-agnostic Explanations (LIME), be-
cause it eases interpretability and provides key meaningful information for decision mak-
ing [51]. The XAI approach gets to a decision based on validating model classifier behaviour
in close proximity with the cases to be explained based on the local models, such as logistic
regression or decision trees [52]. Ref. [49] pointed out that XAI can be thought of as features
that describe how a particular complex model derived its predictions. Therefore, it makes it
easier for a user to understand how it got to a decision. XAI highlights the most important
and relevant features that it used to get to a prediction. It takes data input from the model
whilst observing any prediction changes in its response. Moreover, it generates a prediction
explanation of a single case and not the entire dataset using unseen or test data. It uses
individual feature prediction probabilities to explain how it arrived at a prediction [49].
As such, the results generated by XAI approaches should be visualised, thus making gener-
alisations of findings easier, specifically in clinical settings. Therefore, this will make the
DL approaches more reliable and will thus improve such application acceptance levels
in healthcare.

This present study investigated the application of SEDL architectures to determine
CoDs from VA narratives. There is limited research in the application of XAI on SEDL
architectures, specifically in the VA domain. One notable study [42] used XAI methods;
however, they did not employ stacked ensemble approaches. The contribution of the
current study is to extend the current XAI research and its application in healthcare in order
to build trustworthy and easy-to-understand DL models that are cost-effective, timely,
error-free, consistent and accurate in order to improve VA reporting.

In this study, we apply LSTM, a CNN and SEDL to determine easily interpretable
CoDs from VA narratives, thus making it easier to understand how the model arrived at its
predicted outcome. The XAI DL approaches can therefore be effectively integrated into the
process of identifying mortality causes, alongside human annotation and interpretation.
This can prove very beneficial for clinicians and other interested researchers.

3. Materials and Methods

This section will describe the methods used in this study.

3.1. Study Design

This study is a retrospective cross-sectional study that uses secondary data analysis.
We standardised and normalised our dataset within the Python Spyder environment
and created data frames for cleaned VA narratives, model performance and classified
VA categories, which are stored within a PostgreSQL version 4.2 Relational Database
Management System.

3.2. Study Population

In this study, we used VA data from the Agincourt Health and Demographic Surveil-
lance System (HDSS). The Agincourt HDSS study area came into existence in 1992 and
is located in rural northeastern South Africa. Specifically, it is situated in the rural sub-
district of Bushbuckridge under the Ehlanzeni District, in the Mpumalanga Province.
The Agincourt study area covers approximately 420 km2. According to the Agincourt fact
sheet of 2019, the population comprised 116,247 individuals residing in 28 villages with
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22,716 households, with 55,961 males, 60,280 females, 11,724 children under 5 years and
928 school-going children aged from 5 to 19 [53].

3.3. Data Source and Description

This study used the Agincourt HDSS dataset for the period of 1993 to 2015. Our DL
models specifically used input from VA narratives to predict CoD in twelve disease categories,
which were described in the literature [3,9,54,55]. The dataset has 287 columns/features and
16,338 records/observations. We, therefore, used all the symptoms and the VA narrative
column as our predictors X and the corresponding doctors diagnosis International Classifi-
cation of Diseases 10th Revision (ICD-10) code as our target variable Y with 16,338 records.

Table 1 depicts the data labelling as in this study for the twelve disease categories.

Table 1. Labelling of the twelve disease classes.

Disease Category Class Label Number of Samples

HIV/TB 0 3388
Other Infectious 1 964

Metabolic 2 242
Cardiovascular 3 140
Indeterminate 4 1468

Maternal and Neonatal 5 121
Abdominal 6 117
Neoplasms 7 93

Neurological 9 57
Respiratory 10 46
Other NCD 11 21

Legend: HIV—human immunodeficiency virus, TB—tuberculosis, NCD—non-communicable diseases.

3.4. Preprocessing

Preprocessing addressed the data that were incomplete, noisy and inconsistent, through
data cleaning, munging, transformation and reduction [56]. Data cleaning was also per-
formed to simplify text by removing meaningless text that was deemed irrelevant for the
models. This was achieved by converting text to lower case and removing all punctuation
marks, spaces, numbers and special characters. Spelling correction was applied using the
TextBlob Python library. Tokenisation was employed to create string tokens by splitting a
document. Stopword removal was performed to remove irrelevant words using the NLTK
library of English stopwords. Lemmatisation was applied to convert all possible word
variations into the root form, known as the lemma. All nulls were dropped to remove
bias in the modelling. Feature scaling was performed by using the Python StandardScaler
to set the magnitude of our predictors X and response variables Y to be within the same
range. To remove bias after exploratory data analysis, we applied data balancing using the
Synthetic Minority Oversampling Technique (SMOTE) for our training dataset, as we had
imbalanced classes.

3.5. Word Embedding and Representation

In this study, we used the global vector (GloVe) distributed vector word embedding
and representation because we aimed to address the issue of complex and high data
dimensionality, resulting in a distributed representation of words in low-dimensional space.
Distributed vectors mark the beginning of a data processing layer in a DL model and imply
that sentences with similar meanings tend to occur in similar contexts. The novel Glove
was applied instead of term frequency (TF) and term frequency with inverse document
frequency (TF-IDF), because the Glove is robust in discovering relationships as compared
with the traditional TF which has common words dominating the vector space and TF-IDF
fails to find similarity between words. The Glove is described in detail in [57,58].
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3.6. Text Classification with Deep Learning Architectures

In this study, we employed the Long-Term Short Memory (LSTM), CNN and SEDL
architectures as our text classification techniques. These approaches are able to deal with the
challenge of large vocabularies that are made up of unknown words or out of vocabulary
words (words that appear a few times in the test set but are not in the training corpus
of words), unlike distributed vector representations. In the literature, they are known as
character embeddings because each word is considered as no more than a composition of
individual letters [59].

3.6.1. Long-Term Short Memory

LSTM is a variant of the RNN which uses a feed-back loop between layers and thus
is dynamic [60]. RNNs are used to process information that is sequential and apply the
same operation on each sequential instance. RNNs use input that relies on output of prior
steps or previous computational output [61]. They make use of memory from previous
computations to effectively process the current tasks. RNNs are made up of three layers:
input, hidden layers and output [60]. However, RNNs have issues of learning long distance
associations known as the vanishing gradient (where weighted activation function inputs
of a neural network increase or decrease whilst the derivative function approaches zero).
Consequently, this ultimately affects accuracy and makes it difficult for the architecture
to learn and hypertune parameters for optimum results. RNNs are described elsewhere
in [59].

One variant of a RNN that overcomes the vanishing gradient issue is LSTM. LSTM has
three gates, namely, forget, input and output. It is distinctly efficient as compared with other
RNN models in that it can remove information from memory, can save selected information
to memory and can focus only on instant important aspects that are relevant [61]. The forget
gate differentiates itself from other basic RNN architectures and makes it possible to
backpropagate an infinite number of times. Furthermore, it calculates the hidden layer
by averaging the three layers [59]. It calculates the hidden state by combining the three
gates [59]. Figure 1 depicts the LSTM architecture and the conventional RNN.

Figure 1. LSTM deep learning framework. Source: [59].

3.6.2. Convolutional Neural Network

The Convolutional Neural Network (CNN) was developed as a feature extraction
function to extract high-level features from n-grams, and thus, these features are used for
various NLP tasks [59,62,63]. The CNN uses the weight constraint, meaning that a single
convolutional layer must have the same weights on the inputs for all the nodes in that
layer. As such, this makes the CNN more efficient than training a basic neural network [61].
The CNN is made up of an input layer, convolutional layers, pooling layers, fully connected
layers and the softmax function for classification. The functionality of the CNN is described
in [59]. Figure 2 illustrates the pictorial representation of the CNN architecture.
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Figure 2. CNN deep learning framework. Source: [59].

3.7. Stacked Ensemble DL Models

Figure 3 depicts the ensemble DL methods using stacking. We employed various base
learners (B1 − Bn) that go through several iterations (Level1 − Leveln) and feed into the
meta learner (Moutput) for the final model prediction. This study employed the stacking
ideas formulated in the work of [64]. The dataset was first split into n equal parts, and each
nth-fold cross-validation set was taken for testing and the remainder for training the model.
We created pairs of train–test sub-datasets to attain various model predictions that were
used as input in our meta model for the final prediction. As such, this approach improves
model performance and reduces room for bias in results [47].

3.8. Explainable AI Using LIME

Figure 4 is a visual representation of a general schematic diagram of the implemen-
tation of XAI using post hoc explanations by a simplification approach, LIME. We first
fed the VA narratives as the input into the black box, SEDL models. This was followed
by explaining the model output using the LIME component to provide the CoD diagnosis
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and explanations to the experts. In this study, we followed the XAI mathematical approach
(LIME) reported on in [50,52].

Figure 3. Stacking of our models. Source: [47].

Figure 4. General pipeline of XAI implementation using VA data.

4. Experiments
Deep Learning Models

This section details the distributed word vector representations, DL architectures
and Python libraries used in this study. The global vectors (Gloves) were used in order
to attain a vectorised representation of words using the Keras Python library, and we
re-trained it with our own corpus. We generated a 128-dimension vector for each word
using a window size of 5. The input VA narratives were padded to be of the same size of
250 words for all the narratives. As we experimented, it was discovered that changing the
dimensions to higher values would not have any significant effect. The CNN architecture
was implemented which consisted of four 1D convolutional layers (128, 256, 256 and
512) with corresponding maximum pooling and dropout layers. The kernel size of the
convolutional and max pooling layers was set at 3. We had a flattening layer for generating
all input of the convolutional layers into a single long feature vector that was connected to
the fully connected layer. The fully connected layer was set to 128 units and also used a
dropout layer. All the layers used the rectified linear unit (ReLU) activation function except
the classification layer, which used softmax. For optimisation, cross entropy for loss was
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used and adam was used as the optimiser. The model was set to early stopping if there
was no further improvement in training.

The RNN implementation using the LSTM variant included two Gated Recurrent
layers with 256 and 512 nodes, respectively. The fully connected layer had 12 nodes at the
end and also had a dropout layer with the rate set at 0.002. The classification layer used
softmax as the activation function and we optimised using cross entropy for loss and set
our optimiser as adam. We also set our model to early stopping if there was no effective
further training.

We fine-tuned the batch size and number of epochs as part of batch normalisation
where we sought to normalise the distribution of each input dimension of our dataset [65].
Furthermore, we tuned the optimization algorithm used to train the network, each with
default parameters. Additionally, we optimised the learning rate which controls how much
to update the weight at the end of each batch and the momentum controls how much
to let the previous update influence the current weight update. Optimisation was also
applied to the selection of network weight initialization by evaluating all of the available
techniques. Moreover, we fine-tuned the activation function, which controls the non-
linearity of individual neurons and when to fire. The dropout rate fused with the weight
constraint were optimised by tuning the dropout rate for regularisation in an effort to limit
overfitting and improve the model’s ability to generalise. We further tuned the number
of neurons in the hidden layer as a larger network requires more training and at least the
batch size and number of epochs should ideally be optimised with the number of neurons.

Our conventional DL models failed to converge, as they failed to attain our optimal
model performance set on 80% in our initial work reported in [21]. Therefore, we explored
with ensemble DL methods, specifically employing SEDL architectures. A sequential model
from the Keras ML library was used. It had one global average pooling layer and four
dense layers with 1024, 512, 128, and 64 units, respectively. Additionally, to address model
complexity and avoid overfitting, we added dropout layers and employed regularisation
using Lasso regularisation. We used adam as our optimiser, set the patience to 3 and used
500 epochs and a batch size of 128. This formed the basis of our base learners, which were
made up of 100 members.

5. DL Model Evaluation

In this study, we applied optimisation and performance learning curves to evaluate
our DL models, specifically using training and validation datasets to visualise the cross
entropy loss and model performance. This was performed in various iterations. We used
the optimisation learning curves that depict a training loss and validation loss graph over
time. The training loss depicts the extent to which a model is fitting the training data
and, on the other hand, the validation loss indicates how well the model fits new unseen
data. Performance learning curves which use accuracy as a metric to evaluate models were
employed. Training accuracy indicates how well the model fits the training data, whilst
validation accuracy denotes the extent to which a model fits new unseen data. Learning
curves are described elsewhere in the studies of [61,66,67].

We also report on the accuracy of our models. Accuracy denotes all classes with
classified results that have been predicted correctly in fraction terms [18,20]. True Positives
(TPs) and True Negatives (TNs) represent the number of outcomes in which our prediction
model correctly classifies positive and negative cases, respectively. In our study, TP de-
notes predicted positive VA narratives with a particular disease category from the twelve
classes and are actually positive, while TN denotes predicted negative VA narratives with
a particular disease category from the twelve classes and are actually negative. Conversely,
False Positives (FPs) and False Negatives (FNs) denote the number of outcomes where our
models incorrectly predicted the positive and negative classes. In our case, the FPs imply
predicted positive VA narratives with a particular disease category from the twelve classes
but are actually negative, and FN depicts the predicted negative VA narratives with a par-
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ticular disease category from the twelve classes but are actually positive. The mathematical
approach of accuracy is given by

Accuracy =
TP + TN

TP + FP + TN + FN
(1)

6. Results

In this section, we discuss the results attained from our DL models in the classification
of VA narratives into twelve disease categories.

We removed 2247 VA narratives that had null values and were left with 14,091 cases of
textual information that were fed into our DL models. We also dropped 5170 target outcome
values that were also missing. The longest narrative had 715 words, and thus 3949 char-
acters. On the contrary, the shortest narrative had seven words, and thus 55 characters.
Generally our narratives had a mean sentence length of 99.76 words.

Twelve disease classes with 3388 samples each for our training dataset were created
after data balancing using SMOTE. This implied that the majority of classes had more data
points compared with other minority classes that were less represented in terms of the data
samples. Models that lack proper implementation of these data handling strategies usually
suffer from model bias and can cause huge misclassification errors and misinterpretations.

Each VA narrative was taken as a single short document that is made up of a sequence
of words. These sequences of words are unigrams (n = 1) and bigrams (n = 2) that were
taken as input by our DL architectures for predicting the probable CoD into any of the
twelve disease categories (target class). We sought to predict the values of our target
features for the test set as unseen data. These text sequences were converted into numeric
vector representations of word embeddings using global vectors (Gloves) where our models
applied mathematical operations for prediction.

6.1. Model Performance

Table 2 below presents our performance evaluation metrics for the three DL architec-
tures (LSTM, CNN and SEDL) attained by employing optimisation and performance ML
curves. SEDL outperformed LSTM and the CNN in disease classification. Our ML curve
depicts SEDL achieving a training accuracy of 82.1%, as compared with LSTM at 76.11%
and the CNN at 76.35%. In terms of validation accuracy, SEDL achieved 82%, compared
with LSTM and the CNN that attained 67.05% and 66.16%, respectively. A test accuracy of
82%, 67% and 66.2% for SEDL, LSTM and the CNN was achieved, respectively. In terms of
test loss, SEDL attained 1.15%, LSTM 11.95% and the CNN 12.64%. SEDL, LSTM and the
CNN were, respectively, approximately 82%, 67% and 66.2% accurate. This implies that all
three models predicted the class correctly for 82%, 67% and 66.2% of the samples in the
test dataset.

Table 2. Performance evaluation of models.

Model Training
Accuracy (%)

Validation
Accuracy (%)

Test Accuracy
(%) Test Loss (%)

LSTM 76.11 67.05 67 11.95
CNN 76.35 66.16 66.2 12.64
SEDL 82.1 82 82 1.15

Figures 5 and 6 depict the DL model performances using learning curves. Our DL
models were able to generalise well on new unseen data. This implies that our models are
able to make accurate predictions on new data, illuminating the same characteristics of
the training data. In order to be able to generalise with our models and avoid overfitting
and underfitting, we reduced the model complexity by using dropout (20%). We also used
early stopping (monitor = validation loss), patience (3) and the minimum delta (0.001%) to
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force the model to stop when there was no further model improvement. The small variance
between our validation and test accuracies denotes a good fit of our models.

Figure 5. Learning curve depicting performance evaluation of CNN.

Figure 6. Learning curve depicting performance evaluation of LSTM.

Figures 7 and 8 show a learning curve performance evaluation of the stacked ensemble
model. The variance between the train and test curve is minimal and thus shows that we
did not have any underfitting or overfitting in our ensemble models.

Figure 7. Learning curve depicting SEDL performance evaluation during model training.
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Figure 8. Learning curve depicting SEDL performance evaluation.

6.2. Model Explainability

This extract discusses the model interpretability of our SEDL architectures using
LIME. Generally, we attained different CoD predictions and interpretability from our
models. However, further insight was derived from the results attained by using LIME to
ease explainability.

Figures 9 and 10 show the text narratives of cases with metabolic, maternal and
neonatal diagnoses, respectively, that were correctly predicted by our SEDL model. The case
of a patient who succumbed from metabolic diabetes disease shows that the respondent
raised symptoms, such as (“high sugar" and “sugar diabetic"). These terms also constituted
high probabilities in our XAI LIME model. Figure 9 depicts another correct prediction by
our model. Interestingly, LIME managed to arrive at a prediction based on the patient’s
death description based on the keywords (“baby", “incubator" , “mother", “delivery" and
“birth"), which all had high probabilities. It is noteworthy that in certain instances, our
models got to some CoDs by inferring the symptoms, treatment and laboratory tests
performed. Moreover, such cases had more correct predictions given by our models.

Figure 9. Example of LIME correct prediction.

Figure 10. Example of LIME correct prediction.
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Figures 11 and 12 show cases that were incorrectly predicted by our models as HIV
and TB being the CoDs, whilst the gold standard was non-communicable diseases and
respiratory causes, respectively. On the contrary, we found that in certain cases the models
had challenges in NLP proficiencies, because some extracts of the narratives had irrelevant
historical information of the patients that was insignificant to achieve a proper CoD. As such,
the correct predictions were achieved by paying attention to the relevant descriptions that
led to death, rather than historical patient information. This is evident in the textual extract
given in Figure 12.

Figure 11. Example of LIME incorrect prediction.

Figure 12. Example of LIME incorrect prediction.

We designed an experiment that sought to elicit mean opinion scores (MOSs) from
doctors, based on the evaluation of the LIME results and model predictions. The goal of
this was to assess if the LIME explanations made sense or not. We randomly selected 20
LIME predictions and gave them to 10 doctors for review and assessment. The MOSs were
denoted by the following terms and corresponding weights:

1. Bad.
2. Poor.
3. Fair.
4. Good.
5. Excellent.

This calculated MOS value represents the average quality perception of the LIME
predictions. We attained a high MOS of 4.21, which implies that the LIME predictions
made sense.

7. Discussion

Determining CoD from VAs using narratives only largely remains a manual task that
is tedious, time-consuming, prone to errors and costly. Specifically, the turnaround time to
obtain a proper diagnosis on CoD from physicians after reviewing the VA narratives is still
a challenge. Despite efforts to improve the VA processes, the VA elicitation process suffers
from many drawbacks and still lags in the determination of CoD from VAs. This ultimately
affects VA reporting as it does not happen in real time, even though it is key in informing
civil registration systems and strengthening health priorities.

Generally, we employed novel DL architectures specifically using only VA narratives,
with the aim of reducing the turnaround time needed by physicians to give an appropriate
diagnosis after reviewing the narratives. Whilst the literature mainly uses the structured
responses to the VA questionnaire for information extraction, we found the VA narratives
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have rich and valuable information [3]. In comparison with the related work that usually
uses the closed-ended responses to the structured questionnaires to build predictive models,
we have shown that using the VA narratives only produces comparative results that are
in close agreement with a physician-determined CoD. Additionally, to obtain improved
information from the VA narratives, we need to consider using new novel technological
ways, such as using tablets for recording the VA process with relatives of the deceased and
transcribing it in an automated fashion. Consequently, doing away with summarising the
interview may produce much more reliable results with an error percentage below 6% [42].

In this study, we used LSTM and a CNN to determine CoD using VA narratives only.
Consistent with previous studies, we discovered that the DL approaches do not always
produce the best performance as expected, as they require vast amounts of data and com-
puting resources. Therefore, we faced challenges of few training data samples, as well as
a high prevalence of out of vocabulary words with high lexical variability in the terms
(words with broad meaning in the medical domain) [42]. Even though our DL models
underperformed, LSTM produced better results than the CNN. Nevertheless, LSTM’s
underperformance signifies that our model was not effective for the sequential modelling
of narratives and could not address the vanishing gradient issue. This implies that during
the training of our model, using gradient methods, our gradient was getting smaller, thus
preventing our models from training and learning effectively as the weights remained
unchanged or not updated. Consequently, this issue might have negatively affected LSTM’s
capability of using its forget gate functionality (to forget previous computations by remov-
ing it from memory, the ability to save only useful information to memory and focus only on
components of memory that are recently relevant), possibly suggesting such a performance.

It follows that the CNN also performed moderately. The performance of this model
suggests that, during training, it did not effectively constraint input weights to be the same
for all nodes in each convolutional layer. Furthermore, we noted that we did not have a
good number of parameters at each layer in order to attain balanced, efficient training of
the data points in this model. Moreover, this model did not fully utilise its ability to take
the combined results from previous layers as input to other layers to attain a cutting-edge
experience to actually learn more abstract and complex relationships.

As stated by [31], DL approaches require vast amounts of training data in order to
perform optimally in classification; thus, in cases where there are limited data points, it
does not achieve the best results as it needs to learn various feature weights and select the
discriminative ones for model prediction. Conversely, our initial work reported in [21]
proved that conventional approaches are better in CoD determination from VAs as com-
pared with basic DL techniques. In a quest to prove the capabilities of DL approaches, we
explored SEDL models.

Our SEDL architectures attained optimal results as compared with conventional DL
approaches, as they surpassed the 80% model performance threshold set in our initial
work reported in [21]. This can be attributed to the fact that the stacked ensemble classifier
managed to effectively improve the performance during the iterative model training, by
combining all the capabilities of all the base classifiers. Our empirical findings suggest
that these SEDL architectures can be effectively used for CoD determination using narra-
tives only.

DL models are a black box and difficult to implement as an alternative for the physician
CoD gold standard. Additionally, the public health domain still lacks trust in implementing
machines for disease diagnosis and prognosis, because this sensitive field requires more
accurate models that are easily interpretable. However, the findings of this study position
our SEDL framework as an encouraging alternative to physician diagnosis. This is consis-
tent with the findings reported in the study of [42]. This is due to automated techniques
that enforce a reduction in human error and inconsistencies, thus enforcing standardisa-
tion. Additionally, ML models are scalable and can be used to analyse and interpret large
datasets, something not possible through human processes. Moreover, automated models
are time-saving (reduce time needed to review the narratives), cost-effective (less costly



Mach. Learn. Knowl. Extr. 2023, 5 1585

than the physician), free from human error and enforce consistency in CoD determination
(the machine can improve CoD diagnosis and prognosis through model training).

The process of eliciting information from relatives of the deceased remains a huge
challenge of the VA process, in terms of interpretability, because of the subjective nature of
recall bias. Our findings can result in improved efficiency by automating the VA analysis
process, thus reducing the time and effort required for human analysis. Therefore, this
improves VA reporting and decision making.

Interestingly, it should be noted that clinical data are not always found in large vol-
umes; thus, in cases where the datasets are limited or small in terms of training samples,
it is better to use conventional ML approaches. From a comparative analysis of the re-
sults attained in this study and our previous study where we used conventional ML
approaches [21], we found that traditional ML approaches are better in terms of perfor-
mance when using VA narratives for CoD classification. Nevertheless, the novelty of this
study is in the use of SEDL frameworks that are easily interpretable using LIME. Moreover,
the evaluation conducted by the physicians presents this study as a promising accurate
and cost-effective alternative. This further builds trust in the application of machines in the
public health space.

This study was limited in the number of training samples that are needed by DL
models to improve performance. Moreover, model performance was also affected by
high lexical variability in the terms in the medical domain. The study was also limited
by the length of the recall period, which could have created a bias in the collected VA
data. In addition, some of the data collectors might have had inadequate training or
inconsistencies in interviewing techniques, which could have introduced bias into the
data collection process. The VA data that we used did not include native terms, which
thus may have impacted the generalisability of the findings and limited a chance for
model improvement.

8. Conclusions

This study showed that our SEDL framework may be included in the process for
determining mortality causes, alongside human annotation and interpretation. As such,
the findings of this study may be used as a baseline of building trust in the implementation
of machines in disease prognosis and diagnosis in the public health field. Ultimately, this
will reduce the turnaround time needed for CoD determination, cut costs, strengthen civil
registration systems and health priorities as well as inform policy and practice. Future work
will entail the application of record linkage to identify under-reported morbidity occurrences
by effectively linking HDSS population data and NHLS public health data registries.
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