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Abstract

:

Additive Manufacturing (AM) has emerged as an innovative technology that gives designers several advantages, such as geometric freedom of design and less waste. However, the quality of the parts produced is affected by different design and manufacturing parameters, such as the part orientation, the nozzle temperature and speed, the support material, and the layer thickness. In this context, the layer thickness is considered an important AM parameter affecting the part quality and accuracy. Thus, in this paper, a new adaptative slicing method based on the cusp vector and the surface deviation is proposed with the aim of minimizing the dimensional defects of FFF printed parts and investigate the impact on the dimensional part tolerancing. An algorithm is developed to automatically extract data from the STL file, select the build orientation, and detect intersection points between the initial slicing and the STL mesh. The innovation of this algorithm is exhibited via adapting the slicing according to the surface curvature based on two factors: the cusp vector and the surface deviation. The suggested slicing technique guarantees dimensional accuracy, especially for complex feature shapes that are challenging to achieve using a uniform slicing approach. Finally, a preview of the slicing is displayed, and the G-code is generated to be used by the FFF machine. The case study consists of the dimensional tolerance inspection of prototypes manufactured using the conventional and adaptive slicing processes. The proposed method’s effectiveness is investigated using RE and CMM processes. The method demonstrates its reliability through the observed potential for accuracy improvements exceeding 0.6% and cost savings of up to 4.3% in specific scenarios. This reliability is substantiated by comparing the resulting dimensional tolerances and manufacturing costs.
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1. Introduction


Over the past two decades, the market needs and demands for manufactured parts have changed considerably, prompting radical changes in the manufacturing processes. Driven by the development of the information technology tools that made it possible, among other things, to reduce or even eliminate intermediaries between the customer and the producer [1], Additive Manufacturing (AM), which is based on incremental layer-by-layer manufacturing [2], represents the ideal solution in the current situation of market saturation associated with the scarcity of raw materials [3,4]. This model offers perfectly personalized production that meets the customer’s needs at a reasonable cost within a limited timeframe [5]. Thus, Fused Filament Fabrication (FFF) is one of the most used AM processes for prototyping and functional parts [6,7,8]. Regarding the production of mechanical parts, the AM process, often presented as a new industrial revolution, opens the doors to the future [9,10]. The use of the AM process has been expanding in many other fields. The application of AM has reached an unprecedented scale in both academia and industry. For this reason, high precision is required, especially in critical fields where AM use is expanding in aerospace [8,11], medical [12,13,14], and tool-forming [15] fields.



Subsequently, the optimization of the mechanical properties and the Geometric Dimensioning and Tolerancing (GD&T) characteristics of parts obtained by AM is essential for educational, research, and industry applications. To undergo this optimization, the Design for Additive Manufacturing (DFAM) is a controversial issue. Despite some limitations in finding generalized suitability for different fields [16], DFAM can provide an important solution for AM optimization. The implementation of the FFF technique in industrial applications is still limited and has been delayed by issues of poor quality compared to the other AM technologies. This paper investigates the accuracy of FFF printed parts, aiming to optimize the FFF process through the implementation and enhancement of established adaptive slicing algorithms.



The rest of the paper is organized as follows: In Section 2, a review of related work is presented, followed by an overview of the errors due to the layering process in Section 3. Section 4 shows the proposed adaptative slicing method. In Section 5, a case study is presented to evaluate the proposed tool, followed by a discussion section. The conclusion is presented at the end.




2. Related Works


Several research investigations have been focused on the improvement of AM processes and overcoming the limitations and challenges imposed by several factors and key parameters, such as the mechanical proprieties of raw materials [17,18,19,20], dimensional and geometrical tolerances [21,22], non-assembly mechanisms [23], build orientation [24,25,26,27], thermal behavior [20,28], and microstructural characterization [28].



In the FFF process, the optimization of the quality, both in terms of surface roughness and accuracy, the manufacturing time, and the cost of 3D printed parts remain challenging for research. In this respect, O’Connor et al. evaluated the effects of a low-pressure manufacturing environment on mechanical properties (ultimate tensile strength, elongation at break, and tensile modulus), thermal behavior, and surface roughness (Ra) of the Polymer Material Extrusion (PME) process [29]. The experimental investigations included three materials, acrylonitrile butadiene styrene (ABS), polylactic acid (PLA), and polyamide 6 (PA6). Regarding surface roughness, the pressure reduction increases the arithmetic roughness average Ra for ABS and PLA materials. Boschetto et al. developed a geometrical model of the filament depending on the deposition angle and the layer thickness to predict the resulting part dimensions [30]. The model shows that the dimensional deviation is pared to zero for the vertical walls, and it increases for deposition angles less and greater than 90°. Goguelin et al. optimized the build orientation and the support structure implementation using the Bayesian method [25]. The findings proved the method’s efficiency compared to the grid method, especially with random build angles. Byun et al. [31] proposed a decision-making model for optimal build orientation selection with variable slicing. The build orientation is considered as one of the manufacturing factors of printing cost and time. Al-Tamimi et al. conducted experimental investigations to assess the influence of printing parameters—specifically layer thickness, nozzle temperature, printing speed, raster angle, and layer composition (ABS-PLA)—on various aspects of the printed material [32]. These aspects include mechanical properties, such as bonding modulus, compression modulus, and strength, as well as surface roughness (Ra, Rz, Rku, and Rsk), and dimensional variations related to shrinkage. To minimize the unavoidable staircase effect, Zhao et al. [33] decreased the layer thickness during the ‘uniform slicing’ (also named ‘direct slicing’), where the 3D part was sliced with the identical thickness throughout the whole part. This could result in a much longer printing time and increased costs. In adaptive slicing, the layer thickness was varied to consider the curvatures of the surface of the solid model in the vertical direction, reduce the staircase effect, and minimize the number of layers, thus decreasing the build time. For FFF, the minimal possible layer thickness was 0.127 mm and the maximum was 7.62 mm. The allowable staircase tolerance was measured by the cusp height. Zhao et al. conducted a numerical investigation in a case study with the aim of reducing the layer number while maintaining dimensional accuracy, albeit without experimental validations. Di Angelo et al. introduced a model for predicting the surface roughness of FFF-printed surfaces using the Pa index as an alternative to the Ra index [34]. The study primarily focused on the geometric modeling of Pa, considering the shape of the deposited filament with a constant layer thickness. Validation through comparisons was carried out through numerical investigations. In another study, Di Angelo et al. also optimized the surface quality and build cost by selecting the build orientation minimizing the staircase effect. The model uses S-metric selection evolutionary multi-objective algorithm (SMS-EMOA) to obtain the Pareto front for the choice of the best build orientation [35]. Furthermore, an estimation of the build time, surface quality (Pa), and support volume as functions of built orientation were suggested and the Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) method was employed for solution selection. Shao et al. tackled the challenges associated with processing extensive data models through the introduction of a layer merging-adaptive slicing approach [36]. Their approach aims to diminish data size by reducing the number of slices, achieved by increasing layer thickness in regions with substantial curvature and decreasing it in areas with high curvature changes. However, it is important to note that the case study, which focuses on the surface profile of a hemisphere part, has limitations. This particular geometry does not serve as a comprehensive guideline for evaluating achieved accuracy along all three axes and does not surpass the accuracy achieved with conventional layer thickness values (e.g., 0.2 mm). Table 1 summarizes the relevant literature investigating FFF manufacturing parameters to optimize part accuracy and surface quality.



The previous studies investigated various FFF parameters, including layer thickness, build orientation, printing speed, nozzle temperature, and pressure conditions, to optimize part quality. However, achieving reliability in integrating variable layer thickness as a parameter for optimizing feature quality in the FFF process remains a challenge. There is a need for comprehensive guidelines to bridge the gap between dimensional accuracy and adaptive slicing approaches for successfully manufacturing parts. The adoption of tolerances as communication support between design, manufacturing, and inspection phases, standard in subtractive manufacturing, has hindered the widespread use of FFF in industrial practices. There is a need for feature tolerances oriented towards design for Additive Manufacturing. In this paper, a new slicing technique is proposed to improve the dimensional accuracy of 3D-printed parts. The developed algorithm is used to adapt slicing according to the shape of the part features. An innovative technique combining the cusp height vector with the surface deviation threshold is used to develop an adaptive slicing method for minimizing dimensional defects. The impact of the developed method on the features’ dimensional tolerances is investigated through two case studies. These experimental investigations serve as a pilot study to incorporate tolerances as support for communication across drawing specifications, slicing processes, inspection phases, and cost assessments. By systematically integrating tolerances into the additive manufacturing workflow, this approach aims to enhance the overall quality and reliability of 3D-printed parts while aligning with industry standards and practices.




3. FFF Layering Errors


In FFF, a cube-shaped part can be constructed accurately by vertically stacking layers. However, models featuring curved or inclined surfaces are not likely to be as accurate as a cube. These geometries, when sliced and printed from the resulting layers, will suffer an inevitable loss of information. The layering error is responsible for the poor quality of Rapid Prototyping (RP) parts, i.e., it significantly affects the dimensional and geometrical tolerances of the obtained part. The FFF layering principle yields to the stair-stepping and distortion effects.



The stair-stepping effect is an obstacle for all layer manufacturing techniques, particularly in the production of inclined or curved surfaces. When considering planar surfaces of the part, the stair-stepping effect is expected to increase with the increasing layer thickness and decrease with the increasing part deposing angle. Horizontal cross-sections are obtained after the slicing process. In a horizontal plane, each section must obey the geometry of the original CAD model with acceptable accuracy, which is crucial to the entire process. However, each layer consists of a continuous cross-section through its thickness (i.e., in the Z-direction), so parts cannot precisely conform to the CAD geometry in the vertical plane depending on the shape complexity of the part, as illustrated in Figure 1a. Equally, the elliptic surface of extruded traces increases the workpiece’s surface roughness, and the overall accuracy will be more negatively impacted. In addition, depending on the printing orientation, stairs are generated inside or outside the model surface yielding to geometrical distortion effects shown Figure 1b.



The increase in layer thickness yields a reduction in the layer number, and then expedites the AM process. However, thick layers tend to minimize the part surface accuracy due to the stair-stepping effect that is inherent to layered manufacturing (Figure 2). This repercussion is often minimized by decreasing the thickness of each build layer. Unfortunately, this solution increases the part build time to an unsuitable level.



This error is always present in every classical FFF process, and this is essentially due to the constant layer height over the overall geometry. Thus, this paper addresses the layering error issue and presents an adaptive slicing algorithm varying the layer thickness according to the local geometry. The algorithm is based on three major concepts: the choice of criterion for accommodating complexities of surfaces, the recognition of key characteristics and features of the object, and the development of a grouping technique for facets characterizing the object.




4. Proposed Method


The proposed method aims to improve an existing slicing code through the implementation of an adaptive algorithm. The innovative adaptive slicing represents a significant leap forward for FFF 3D printing. Unlike standard adaptive slicing techniques, which primarily rely on layer height adjustments, this method introduces a groundbreaking approach. By meticulously analyzing the surface deviation of each slice, it empowers FFF 3D printers to produce parts with enhanced quality. This innovation mitigates dimensional errors and the notorious ‘staircase effect’. In essence, it transforms the FFF 3D printing process in terms of what is achievable in terms of the print dimensional accuracy.



The Inclusion of surface deviation as an inspection parameter, in conjunction with cusp height, in the developed adaptive slicing algorithm provides improved control over local geometry variations. The cusp vector height, typically used to determine overhang angles α for support structure generation, can be repurposed to address the staircase effect in standard slicing (Figure 3a). However, when layer thickness varies, similar results may occur despite varying surface deviations between consecutive layers. Figure 3b illustrates this scenario, where the cusp vector heights C1 and C2 are equal despite the difference between the correspondent section areas. Hence, the surface deviation parameter is designated as a supplementary inspection parameter, alongside cusp height, i.e., the surface deviation parameter, along with cusp height, is used concurrently to control staircase effects in each slice, considering the 3D printer’s layer thickness capabilities. Users assign these parameters to the algorithm to ensure dimensional accuracy. Each loop of the algorithm process corresponds to controlling a sliced layer. If either the cusp vector or surface deviation conditions are not met, the algorithm continues creating new layers until both conditions are satisfied. However, relying solely on these conditions may pose conflicts, especially when surface deviation and cusp height are constant throughout slicing. An illustration of the previous case is presented in Figure 3a, where Si are the equal consecutive surface areas after slicing and Ci are the equal cusp height vectors. To address this, a third limiting parameter, the minimum layer height, is added to the algorithm, ensuring adherence to the printer’s capability.



The following section outlines the developed algorithms used in creating the new slicing approach. The steps of the proposed adaptive slicing methodology are exhibited in Figure 4. The proposed work consists of improving a standard slicing algorithm, which will allow the detection of the features and different surface characteristics of the STL file based not only on the cusp vector but also on the surface deviation, which describes the fraction of the difference between the two consecutive slices and the initial slice among these two slices. Then, an algorithm is incorporated to dynamically adjust the layer thickness, enhancing the dimensional accuracy by adding new slices between consecutive slices with standard thickness. Afterward, the slices are plotted according to the slicing direction. Finally, the new G-code is automatically generated and used as input for an FFF printer.



4.1. File Preparation


Firstly, the STL file is read in ASCII or a binary format. The designed MATLAB code processes STL files by determining their format and invoking corresponding functions. It opens the specified file in read-only mode and reads the first 84 bytes to inspect the header and distinguish ASCII from binary format. File information is retrieved using the ‘dir’ function, and the number of facets is determined. The code checks if the file size matches that of a binary STL file and proceeds accordingly, calling either the ‘read_binary_file’ or ‘read_ascii_file’ function for processing. STL data are saved into different matrices as the STL model is composed of different facets, normal vectors, and vertices. At the beginning, the algorithm analyses the data to ensure clearness of construction errors, as the loop of points is totally joined or the existence of three segments for each facet. Then, the normal direction of each facet is used to conclude which side of the facet constitutes the inside of the part (material existence) to be made and which side encloses the space. After reading the STL file, the subsequent step involves orienting the part based on the chosen build orientation. The orientation parameter is preassigned by the user, specifying the printing axis among the axes of the CAD part reference system, with the option to rotate the part 360 degrees around this axis. This selected orientation determines the deposition plane according to the chosen axis. While the paper primarily focuses on the effects of adaptive slicing on part dimensional accuracy, it is worth noting that the chosen build orientation affects the dimensional accuracy of the produced part [37], the mechanical proprieties [27], and the manufacturing time and cost [38].




4.2. Extraction of Points Resulting from Facet Intersection


The algorithm recognizes the intersection points between the slicing planes and facets that are equitably distanced as a common step to proceed for the standard slicing or the adaptive slicing. In the workpiece coordinates system (X, Y, Z), let F be the facet intersecting the slicing plane Sp, V1(x1, y1, z1), V2(X2, Y2, Z2) and V3(X3, Y3, Z3) be the facet vertices, and N(Xn, Yn, Zn) be the facet normal vector. The identification of the above facet features is required for the graphical visualization of the STL file. For each layer, each facet in the STL model surface is analyzed to verify its intersection within the slicing plane. As a case of intersection between the Sp and F, two of the F-vertices are located above Sp, and the third is below Sp. This case is highlighted in Figure 5 and represented by Equation (1), such that z is the z-coordinate of the slicing plane.


      z   1   > z   ,       z   2   < z   ,   a n d   (   z   3   < z )  



(1)







The different intersection cases between Sp and F are illustrated in Figure 6. In fact, ten different positional relationships exist and are determined according to the Z coordinate of Sp. Those cases are listed below (Table 2).



Once all the Fs are checked, the resulting points, as P1 and P2 in Figure 5, are joined to represent lines that are sorted in a start-to-end fashion to create the path of the printer in each layer.




4.3. Polygon Creation


The output resulting from the facet intersection algorithm is the input data used to generate lines of one slice with given z values (layer height). These lines may be connected to form polygons that form a slice (layer). The polygons are two-dimensional (2D) contours that are composed of straight lines defining the hatch path boundary whose generation is essential for improving the surface quality and minimizing the manufacturing time. In fact, after obtaining the coordinates of vertex pairs P1 and P2, the algorithm proceeds to join these pairs to obtain the outline of the polygons that shape the new slice to be inserted between two slices. The flow chart of the polygon creation algorithm is presented in Figure 7. The algorithm recognizes the facet segments formed by the closest vertices to each other and their intersection points with the slicing plane. These points are combined to create a line, which is eventually associated with the other intersection points to form a polygon. Polygons represent either ‘holes’ (free of material) or ‘fills’ (shells or skins of objects). In fact, if a polygon is located inside a second one, then the insider is identified as a ‘hole’ polygon and the outer is considered a ‘fill’ polygon. Next, the algorithm of raster pattern generation will avoid generating a tool path inside the hole polygon.



A complete set of polygons is obtained once all the lines are concatenated to obtain closed polygon loops (vertices merging).




4.4. Layer Thickness Determination


During the preceding step of extracting intersection points, the feature contours defined in the CAD model as face loops are identified, sorted based on the slicing direction, and then stored as a point set for subsequent consideration in the raster creation process. These feature points subdivide the CAD model into portions along the slicing direction, usually the z-direction. The previously described steps are not enough to create the new adaptive slices corresponding to the maximum curvature zones and features. Meanwhile, the cusp height parameter enables the local evaluation of the surface quality, i.e., at a triangulation point of the slice level and relatively to the surface of the 3D printed part [39]. In this paper, the major technological requirements along the developed method are based specifically on the 3D printer capability and limitations. In the developed algorithm, the surface deviation threshold is designated, as well as the printer’s minimum possible layer thickness. These parameters are introduced among the algorithm inputs. A relative area or surface deviation threshold    δ   is defined, allowing the consideration of the local geometry complexity, thickness, and the curvature of the CAD surface along the slicing direction without the need for a CAD model as expressed in Equation (2). The surface deviation, alongside the cusp height α, is integrated into the dimensional error calculation as a quantification parameter of the undesirable staircase effect on each layer’s surface. Setting a predefined threshold for surface deviation and a range for cusp height allows the control and the minimization of the undesirable staircase effect on the dimensional errors. In the proposed algorithm, the cusp height continues to be used as a parameter for determining overhang angles. As the overhang angle is directly linked to the cusp height vector, the refinement of the support structure results may be controlled by the choice of the cusp vector height. Meanwhile setting a low value of the surface deviation may lead to the creation of low-thickness layers that surpass the FFF printer’s capabilities. To avoid manufacturing issues such as empty layers or material over-deposing, a minimum layer thickness (threshold)     T h   m i n     should be predefined. Otherwise, setting a high value of the surface deviation may lead to create a high-thickness layer that transpasses the FFF printer capabilities or exceeds the part’s predefined tolerances in some zones of the part. Thus, a maximum layer thickness     T h   m a x     should be predefined. In Equation (2),     S   i     and     S   i + 1     are two flat surface areas of two consecutive layers. The index is derived from the analytic detection method of the maximum curvature suggested in [33]. An adaptive slicing algorithm is applied to each slice with five pre-specified thresholds, such as maximum relative area deviation   δ ,    minimum layer thickness     T h   m i n    , maximum layer thickness     T h   m a x    , minimum cusp height     C   m i n    , and maximum cusp height     C   m a x    .


        S   i   −   S   i + 1         S   i + 1         ≤ δ  



(2)




Let     Z   k       and     Z   k + 1     are the lower and upper Z-coordinates of a given layer, Th is the layer thickness, and     δ   k     the corresponding relative area deviation. The adaptative slicing algorithm inserts n layers according to Equation (3).


  I f       δ   k   > δ     a n d     ( T h   m i n   < T h ≤   T h   m a x   ) ,   t h e n     T h   n e w   =     Z   k + 1   −   Z   k       2   n      



(3)








4.5. Generation of the Raster Pattern


Using layers successfully acquired from intersection points and polygons, pattern lines are created, representing toolpaths. The filling type and toolpath affect the fabrication time and quality of final products. The user decision could be based on the functionality, the mechanical constraints, and the stress repartition on the part to guarantee the maximum mechanical resistance. For example, while having a major tensile stress applied to the part, the raster angle should be chosen in the way to provide the maximum stress resistance along the effort repartition direction. The generated pattern respects the user-specified overlapping rate by considering the resulting gap, which is the distance between the neighboring fill lines. The infill function plays a critical role in creating the inner structure of the part, ensuring its structural integrity. It must strike a balance between maximizing stiffness and minimizing manufacturing time.



A sub-algorithm to generate, plot, and display the trajectory describing the toolpaths is developed using MATLAB software. The sub-algorithm inputs are point coordinates belonging to each slicing plane, the positions of these planes, and the layer thickness of each slice. The points are joined along the trajectory based on predefined printing parameters such as the raster angle, the nozzle speed, and the layer thickness. Each trajectory is joined to form a full printable layer. Then, an incrementation is established along the printing orientation axis until the full generation of the toolpath, which will be plotted and displayed as an input of the algorithm.



Next, a CAM code is created using the standard G-code instructions. The code architecture consists of three parts: a start, layer information, and an end. The code programming is automated by a development MATLAB algorithm. The code takes the user’s preferences as inputs to generate a G-code usable by any type of FFF 3D printer.





5. Case Study


In the case study, the two-part designs are selected to investigate the previously developed method. The first part, corresponding to “Design A”, is a bracket containing functional features such as holes, and planar and cylindrical surfaces as shown below with its dimensioning in mm (Figure 8). The second part, corresponding to “Design B”, is a parallelepiped containing functional features such as rectangular and cylindrical holes as shown below with its dimensioning in mm (Figure 8). In Figure 8, t1-t8, L-L3, W-W3, and Cyl-Cyl3 represent the dimensional tolerances of the two parts. The objective is to assign specific feature tolerances in the part drawing rather than applying a general tolerance to all features. This underscores the significance of tolerances as a means of communication support between the design, manufacturing, and inspection phases. These parts have been chosen due to their critical functional features (holes, curves) knowing that the dimensional error could dramatically affect the parts’ function and assemblability. The complexity of the parts has been calculated using the algorithm of Ben Amor et al. [40]. The complexity index is calculated as the average of five different complexity metrics. The part with Design A is more complex than the part with Design B with a complexity rate equal to C = 6.9 for part A compared to C = 5.55 for Part B. The developed methods have been applied to both parts to verify the effectiveness of improving the dimensional defects. Even though more complex parts may be subject to future works. For each of the two selected parts, two prototypes of the same 3D model are 3D printed to evaluate the impacts of the adaptative slicing method on tolerances. The first is fabricated by conventional slicing (the non-optimized parts are called A1 and B1 for Designs A and B, respectively). The second is produced by applying adaptive slicing (the optimized parts are called A2 and B2 for Design A and B, respectively). Consequently, a comparison between the two parts will be investigated to evaluate the reliability of the proposed method.



After reading the STL file of the binary type, the rotate model function is called to orient the STL file along the X, Y, or Z axes to select the building orientation (Figure 9). The function enables the selection of the building orientation to minimize the support volume and increase the printing quality of circular features. In fact, for the first studied case, a rotation of −90° around the X-axis allows for decreasing the support volume and improves the dimensional accuracy of the two circular cylinders with 12.8 mm and 5.4 mm radius. To highlight the impact of adaptive slicing on feature quality, the configuration with a rotation angle of 0° is chosen to be printed. In the conventional slicing method, the constant layer thickness is 0.2 mm. For the second studied case, the part is oriented along the minimal height corresponding to 60 mm. According to this criteria, two directions are possible (the part´s nominal dimensions are 60 × 60 × 80 mm). The used adaptative slicing parameters are maximum relative area deviation   δ = 4.5 % ,    minimum layer thickness,     T h   m i n   = 0.05    mm, maximum layer thickness     T h   m a x   = 0.2    mm, and cusp height range [    T h   m i n    ,     T h   m a x   ]  . To verify the effectiveness of the proposed method for parts with support structures, the test part (model A) is manufactured without a support structure and the test part (model B) with a support structure in the holes (rectangular and cylindrical), are designed and printed using both of the standard slicing method and the proposed adaptive slicing method. The dimensional accuracy of the printed part is then measured and compared between the two methods. The results show the added value of the adaptive slicing method with (model A) and without (model B) the existence of support material.



5.1. Design and Manufacturing Results


Figure 10 shows the results of the two studied models slicing using conventional and proposed methods. The plot of the toolpaths in MATLAB allows the visual detection of the stair-stepping effect. This effect varies according to the layer thickness in the case of toolpaths generated by the proposed approach. The layer thickness ranges from 0.2 mm to 0.05 mm for a nozzle diameter of 0.4 mm. The part surfaces with high curvatures are sliced with thin layers, although the layer thickness is kept constant in the uniform regions.



The above results are encouraging for the improved quality of functional features with complex shapes. Minimizing the layer height tends to decrease dimensional errors compared to the standard sliced models, but the main challenge is to find a compromise between enhancing the feature quality and reducing the printing time. Indeed, the layer thickness decreases in the regions that contain functional features with high curvatures, whereas they become more condensed and consequently more precise in these regions.



During standard linear slicing of the two models, the program keeps the same thickness. The gap between the layers during slicing remains constant regardless of the characteristics of the proposed model, which then allows the generation of G-code to print the parts.



Regarding computational time, the hardware configuration employed for algorithm implementation comprises a CPU (up to 4 GHz, 8 MB cache, RAM: 16 GB memory-2666 MHz) and a graphics card (4 GB GDDR5 memory, dedicated frequency 1485 MHz). Table 3 illustrates the processing time for the two designs utilizing the two slicing methods. In both cases, the processing time increases by approximately 2%.



Parts A1 and A2 are manufactured using a Rise3D N2 printer with PLA material. Meanwhile, parts B1 and B2 are printed using an Ultimaker 2+ printer with PLA material (Figure 11). As shown in Figure 11, parts A1 and B1 are printed using the conventional slicing method, and parts A2 and B2 are fabricated using adaptative slicing. For each design A or B, the manufacturing parameters are the same, except for the layer thickness as shown in Table 4 and Table 5. For Design A, the number of layers in part A2 is greater than that of part A1 increasing the printing time and decreasing the weight of the used raw material. Meanwhile, for the second studied case (B), the number of layers in part B2 is greater than in part B1 in increasing the printing time, and increasing the weight of the used raw material insignificantly (Table 5).




5.2. Measurement Results


In this study, two different inspection methods are used to validate the proposed method (Figure 12). The first method is the reverse engineering (RE) approach based on the data extraction from the rebuilt model. The RE is processed using EINSCAN PRO + scanner with an accuracy of 0.04 mm. This scanner is manufactured by SHINING 3D headquartered in Hangzhou, China. The scanning process is repeated three times and the results are combined through the Scanner software to guarantee a better precision and greater density of the points cloud. The input data are the scanned cloud points of the two manufactured parts.



The second method uses a CE JOHANSSON coordinate-measuring (CMM) machine with an (MPEE) accuracy of 3 + 4 L/1000. Each feature has been measured five times and an average measure is calculated automatically via the machine software. The dimensional measurement errors and accuracy gains for both Design A and Design B are presented in Table 6 and Table 7, respectively, while the corresponding graphical representations are illustrated in Figure 13 and Figure 14. In these tables and figures, the error values indicate the deviation of the measured dimensions from the nominal dimensions. Using signed error representations instead of absolute values, the analysis allows for a more comprehensive understanding of the impacts of different slicing methods on both dimensional defects and shrinkage behavior.



For the first case study (Design A) with parts A1 and A2, the differences between the measurement results obtained with the two measurement methods present a deviation average of 0.237 mm (standard deviation of 0.208 mm). The deviations are mainly due to the errors during surface reconstruction from the 3D scan in the RE process. For the second studied case (Design B), the deviation average is 0.265 mm (standard deviation of 0.232 mm). However, using the same measurement tool, the resulting dimensions of part A2 are more accurate than A1, except for the tolerances t6 and t7 when measured using the RE technique for Design A. Additionally, using the same measurement tool, the resulting dimensions of B2 are more accurate than those of B1, except for the tolerances L1, W1, and Cyl1 corresponding to dimensions of feature locating in the top and the bottom part faces. The top and bottom faces are not affected by the adaptive slicing optimization because they are perpendicular to the printing direction. The previous results confirm the dimensional enhancement due to the adaptive slicing application.



Cost impact



To explore the developed method and assess its cost implications, we adopt a modified cost model from the approach proposed in [10]. The total manufacturing cost Ct of each part is computed by considering the raw material cost Cr, machine cost Cm, and labor cost Cl (Equation (4)). The preprocessing and machine setup times are assumed to be consistent across all parts (14.52 min). Consequently, labor costs remain uniform for all parts, as the labor tasks are confined to preprocessing and machine setup. The cost comparisons will be based on printing costs Cp, representing the sum of machine and raw material costs.



Given the equipment purchase cost Ce, the cost of annual equipment depreciation Cde and the cost of annual machine maintenance Cma can be defined by Equation (5). Given the annual working hours T and one possible part to build per platform, the machine cost per hour Cmh is defined by Equation (6). The machine cost is calculated by multiplying the machine cost per hour by the printing time of each part (Table 3). Then, the found result is added to the material printed cost Cr (Table 8). For Design B, the printing costs are USD 9.23 for the non-optimized part versus USD 11.77 for the optimized part. The cost loss of 21.6%. For Design A, printing cost results are USD 3.91 for the non-optimized part versus USD 3.74 for the optimized part. The cost gain is 4.3%.


  C t = C r + C m + C l = C p + C l  



(4)






    C   d e   =   C e   5     a n d     C   m a   =   C e   8    



(5)






  C m h =     C   d e   +   C   m a     T    



(6)









6. Discussion


In the literature, the poor dimensional accuracy of rectangular 3D printed shapes results from fewer layer numbers [41,42,43]. Low dimensional precision results from more layers when interlayer distortion and thermal cycles (non-uniform temperature gradient between bonded layers) become prominent factors [43,44]. This verdict is confirmed in the case of the 10 mm dimension (with tolerance t8) of the prismatic portion of the part and visually observable on the planar surface of Part A2 due to low infill density predefined to identify the slicing weakness and highlights (Figure 11). In [42], the impacts of layer thickness on the dimensional accuracy of dog-bone specimens, as a non-rectangular shape, are investigated. However, the dimensional measurements were limited to the part thickness and width characterizing a rectangular profile.



For Design A, the proposed algorithm improves the accuracy of features with high curvature, as the cylindrical features constrained to the tolerances t1, t3, and t4, i.e., t1, t3, and t4 achieve accuracy gains of 0.24%, 0.37%, and 0.24% using RE, and has accuracy gains 0.14%, 0.48%, and 0.62% using CMM, respectively. For the second studied case, the proposed algorithm improves the accuracy of features with high curvature along the contour surfaces (except the top and the bottom faces), as the cylindrical features constrained to the tolerances cyl2, cyl4, cyl5, and cyl6, i.e., which achieve accuracy gains of 1.69%, 0.55%, 1.21%, and 0.95% using RE, and has accuracy gains of 2.20%, 1.18%, 1.66% and 0.37% using CMM, respectively.



The reduction of the stair-stepping effect located in surfaces with high curvature, the dimensional accuracy improvement spread over the other part dimensions. Indeed, regarding the dimensional accuracy between the two prototypes, for the first case study, the proposed method allows gain averages of 0.1% and 0.3% using RE and CMM processes, respectively. For the second case study, the gain averages are 0.58% and 0.76% using RE and CMM processes. These benefits are accompanied by a marginal increase in computational times of 2%. Additionally, the adaptive slicing method resulted in a 5.2% increase in printing time for Design A and a 77% increase for Design B. The significant increase in printing time for Design A can be attributed to the higher number of layers resulting from the presence of six features along all three printing axes. Regarding the total part height, the heat shrinkage effects are reduced along the printing direction for both parts. For Design A, the proposed slicing technique leads to an economical gain. Hence, the proposed slicing method is suitable for solving specific FFF shortcomings and enhancing dimensional accuracy as it consists of adapting the slicing pitch to reduce the stair-stepping effect. The proposed adaptive slicing algorithm could be further enhanced by considering the following roadmaps:




	
The improvement in the algorithm efficiency in terms of printing time could be achieved by carefully selecting the range of layer thickness. The outcomes of the study could inform this selection by employing a multi-optimization algorithm to achieve a balanced solution between required the dimensional accuracy and printing time.



	
The algorithm serves as a guideline for considering dimensional tolerances during the slicing process, presenting a new challenge for parts including features with different tolerance values in the part drawing. The proposed algorithm smoothly accommodates the allocation of specific values of the cusp height and surface deviation threshold to layers containing features according to their assigned tolerance values.



	
In addition to layer thickness, several FFF parameters, such as build orientation, printing speed, nozzle temperature, and pressure conditions, significantly influence part dimensional accuracy. Moreover, achieving enhanced dimensional accuracy must also align with the desired mechanical properties and surface quality of the printed functional parts. Therefore, further investigations employing multi-objective optimization approaches are necessary to address these interconnected requirements simultaneously.



	
Zones with lower material density are observed when having many low-thickness layers gathered in the adaptive slicing part. This phenomenon may lead to diminished mechanical properties due to inadequate material adhesion. Algorithm inputs such as cusp height, surface deviation, and layer thickness thresholds should be determined through a multi-optimization approach that considers dimensional accuracy, mechanical properties, and build orientation. The development of a multi-criteria decision model (MCDM) that articulates product requirements concerning manufacturing cost, part accuracy, quality, and mechanical properties will enhance the durability of the product.









7. Conclusions


This study proposed an adaptative slicing method for dimensional accuracy improvement. After the data extraction from the STL file, points resulting from the intersection between the initial STL mesh and the slicing plane of the original layer are detected, allowing the reduction of layer thickness according to the surface local curvature. The method evaluation was investigated through two studied cases where two prototypes of each of the two CAD models were 3D printed using both the standard and the developed slicing methods. Both the RE technique and CMM were used for dimensional measurements. The main novelties presented through this work are the adaptive slicing method based on the surface deviation as a more precise inspection parameter beside the FFF printer capabilities presented by the minimum and the maximum possible layer thickness. These novelties are proven to be efficient for meeting the paper’s purpose in two different case studies. The main work contributions can be summarized as follows:




	
The result analysis demonstrates the promising capability of the slicing approach to improve the dimensional accuracy of FFF parts. Compared to standard slicing, the proposed method led to enhancements in dimensional accuracy, with average gains of 0.1% and 0.3% observed using RE and CMM processes, respectively. Similarly, in the second case study, average gains of 0.58% and 0.76% were achieved using RE and CMM processes.



	
The method effectively reduces the stair-stepping effect on curved shapes and minimizes heat shrinkage along the printing direction. It is particularly effective in improving the dimensional accuracy of features with highly curved shapes compared to linear contours.








The enhancement in dimensional accuracy was accompanied by a minor increase in computational time (2%) and a proportional rise in print time (5.2–77%) according to the design complexity. The proposed method can yield economic benefits depending on the number of features present in the part.



However, some limitations of the proposed method are acknowledged and potential areas for future research are suggested. For example, the authors note that the proposed algorithm may not be suitable for all types of geometries and materials and that further studies are needed to evaluate its performance under different conditions. Additionally, incorporating real-time feedback and control mechanisms could further improve the accuracy and efficiency of the FFF process. Further investigations on the effects of the suggested slicing method on the material properties, roughness, and geometrical tolerances are challenging tasks for the improvement of FFF process reliability. The support material effect has not been taken into consideration since the printing orientation for the two case studies is selected as the 0-degree rotation case. However, the support material integration effect should be investigated in further work.
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Figure 1. (a) Stair-stepping effect; (b) geometrical distortion effect. 
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Figure 2. Effect of layer thickness on surface smoothness. 
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Figure 3. (a) The need for minimum layer height parameter (the case of equal cusp vectors and equal surface deviations); (b) the need for surface deviation as an additional slicing parameter. 
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Figure 4. Overview of adaptive slicing algorithm. 
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Figure 5. Facet intersection on slicing plane. 
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Figure 6. Facet and slicing plane positional relationships. 
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Figure 7. The flow chart of the polygon creation algorithm. 
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Figure 8. (a) Design A drawing; (b) Design B drawing. 
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Figure 9. Examples of the first studied case build orientations. 
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Figure 10. Resulting layer thicknesses in conventional and proposed slicing methods for both studied cases. 
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Figure 11. First and second cases 3D printed prototypes (Designs A and B). 
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Figure 12. (a) The 3D-printed part, (b) the 3D-scanned part, and (c) the CMM measurement. 
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Figure 13. Variation in measured defects of the first studied case (Design A). 
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Figure 14. Variation in measured defects of the second studied case (Design B). 
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Table 1. Investigations on FFF manufacturing parameters to optimize part accuracy and surface quality.
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	Authors
	Responses
	Methods/Tools





	O’Connor et al. [29]
	Mechanical proprieties, thermal behavior, and surface roughness
	Experimental comparisons of printing performances under low and atmospheric pressure conditions.



	Boschetto et al. [30]
	Dimensional deviations
	Mathematical modeling of dimensional accuracy prediction for filament deposition, considering deposition angle and layer thickness dependencies. Validation-based experimental tests.



	Byun et al. [31]
	Surface roughness (Ra), printing time, and part cost
	Muti-attribute decision-making method-based optimization of printing orientation with variable slicing thickness. Mathematic modeling of Ra as a function of layer thickness.



	Zhao et al. [33]
	Reduce the number of layers while conserving staircase tolerance
	Cusp height-based adaptative slicing.



	Di Angelo et al. [34]
	Surface roughness (Pa)
	A geometrical modeling-based Pa prediction considering deposing filament shape and a constant layer thickness.



	Di Angelo et al. [35]
	Build cost and surface roughness (Pa)
	Prediction of build time, surface quality (Pa), and support volume as functions of the build orientation. SMS-EMOA and Pareto front for build orientation selection.



	Lieneke et al. [21]
	Dimensional deviations
	Experimentally exploring the relationship between dimensional tolerances and nominal dimension values.



	Al-Tamimi et al. [32]
	Mechanical properties, surface roughness, and dimensional deviations
	Experimental investigationsbased Taguchi method and signal-to-noise ratio.



	Shao et al. [36]
	Printing time and surface profile errors
	A layer merging-adaptive slicing method.










 





Table 2. Positional relationships of the facet and slicing plane.
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	Case
	Positional Relationships
	Interpretation





	1, 2, 3
	      z   i   > z   ,       z   j   < z   ,   a n d   (   z   k   < z )  

  o r  

      z   i   < z   ,       z   j   > z   ,   a n d   (   z   k   > z )  

such as     i , j , k = 1,3   a n d   i ≠ j ≠ k  
	
	–

	
Two intersection points P1 and P2.




	–

	
P1 and P2 as the ends of a newly inserted line.




	–

	
In case 3, an intersection point Pi coincides with one of the facet vertices: Vi.









	4, 5
	      z   i   = z   ,       z   j   < z   ,   a n d   (   z   k   < z )  

or

      z   i   = z   ,       z   j   > z   ,   a n d   (   z   k   > z )  
	F contacts Sp at a single point, which is useless information for the code.



	6, 7
	       z   i   = z j = z     a n d   (   z   k   < z )   

   o r   

       z   i   = z j = z     a n d   (   z   k   > z )   
	F contacts Sp with its two vertices P1 and P2.



	8, 9
	   S p ∩ F =   0     
	
	–

	
F does not intersect Sp.




	–

	
In case 9, there is free material below the triangle.




	–

	
In case 8, there is free material above the triangle.









	10
	     z   i   = z j =   z   k   = z   
	
	–

	
F is parallel to the slicing plane.




	–

	
Triangle V1V2V3 is created.
















 





Table 3. Processing times.






Table 3. Processing times.





	Parts
	Standard Slicing (s)
	Adaptative Slicing (s)
	Time Loss (%)





	A
	21.3203
	21.7954
	2.2



	B
	47.4834
	47.4834
	2.0










 





Table 4. Constant printing parameters.
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	Printing Parameters
	Values





	Filament diameter
	1.75 mm



	Infill density
	10%



	Raster angle
	0°/90°



	Shell thickness
	1mm



	Nozzle diameter
	0.4 mm



	Fusion temperature
	200 °C



	Bed temperature
	60 °C



	Printing speed
	60 mm/s










 





Table 5. Inputs and results of Slicing and Printing.
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Parts

	
Parameters

	
Standard Slicing

	
Adaptative Slicing






	
Design A

	
Layer height

	
0.2 mm

	
0.2–0.05 mm




	
Number of layers

	
414 layers

	
439 layers




	
Printing time

	
2 h 22 min 20 s

	
2 h 29 min 53 s




	
Filament weight used

	
22.11 g

	
18.54 g




	
Design B

	
Layer height

	
0.2 mm

	
0.2–0.05 mm




	
Number of layers

	
151 layers

	
282 layers




	
Printing time

	
3 h 20 min

	
5 h 54 min




	
Filament weight used

	
78.9 g

	
81.2 g











 





Table 6. Dimensional defects using RE and CMM for studied case 1 (Design A).
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Tolerances

	
RE

	
CMM




	
Errors of PartA1

	
Errors of PartA2

	
Gain

	
Errors of PartA1

	
Errors of PartA2

	
Gain




	
mm

	
%

	
mm

	
%

	
%

	
mm

	
%

	
mm

	
%

	
%






	
t1

	
−0.72

	
0.87%

	
−0.52

	
0.63%

	
0.24%

	
−0.448

	
0.54%

	
−0.331

	
0.40%

	
0.14%




	
t2

	
0.09

	
1.80%

	
0.045

	
0.90%

	
0.90%

	
−0.097

	
1.94%

	
−0.091

	
1.82%

	
0.12%




	
t3

	
−0.05

	
0.93%

	
0.03

	
0.56%

	
0.37%

	
−0.045

	
0.83%

	
−0.019

	
0.35%

	
0.48%




	
t4

	
−0.09

	
0.71%

	
−0.06

	
0.47%

	
0.24%

	
−0.182

	
1.43%

	
−0.103

	
0.81%

	
0.62%




	
t5

	
0.07

	
0.10%

	
−0.06

	
0.09%

	
0.01%

	
−0.395

	
0.56%

	
−0.323

	
0.46%

	
0.10%




	
t6

	
−0.31

	
0.57%

	
0.56

	
1.02%

	
−0.45%

	
0.285

	
0.52%

	
−0.045

	
0.08%

	
0.44%




	
t7

	
−0.06

	
0.17%

	
−0.21

	
0.61%

	
−0.44%

	
0.383

	
1.10%

	
0.206

	
0.59%

	
0.51%




	
t8

	
−0.11

	
1.09%

	
−0.129

	
1.29%

	
−0.20%

	
−0.088

	
0.88%

	
−0.12

	
1.19%

	
−0.31%











 





Table 7. Dimensional defects using RE and CMM for studied case 2 (Design B).






Table 7. Dimensional defects using RE and CMM for studied case 2 (Design B).





	
Tolerances

	
RE

	
CMM




	
Errors of PartB1

	
Errors of PartB2

	
Gain

	
Errors of PartB1

	
Errors of PartB2

	
Gain




	
mm

	
%

	
mm

	
%

	
%

	
mm

	
%

	
mm

	
%

	
%






	
L1

	
0.04

	
0.43%

	
0.07

	
0.02%

	
0.17%

	
−0.022

	
0.11%

	
−0.07

	
0.35%

	
−0.24%




	
W1

	
0.15

	
0.61%

	
−0.05

	
1.45%

	
0.02%

	
0.1375

	
1.37%

	
0.19

	
1.93%

	
−0.55%




	
Cyl1

	
0.03

	
0.27%

	
−0.04

	
2.21%

	
−2.05%

	
−0.071

	
0.36%

	
−0.40

	
1.99%

	
−1.64%




	
L2

	
0.24

	
1.32%

	
0

	
0.40%

	
0.79%

	
−0.062

	
0.31%

	
0.08

	
0.42%

	
−0.11%




	
W2

	
−0.44

	
5.48%

	
0.27

	
0.37%

	
4.03%

	
−0.3495

	
3.49%

	
−0.24

	
2.36%

	
1.13%




	
Cyl2

	
−0.32

	
2.26%

	
0.08

	
0.09%

	
1.51%

	
−0.437

	
2.19%

	
−0.10

	
0.50%

	
1.69%




	
L3

	
−0.1

	
0.79%

	
−0.1

	
0.08%

	
0.42%

	
−0.2755

	
1.38%

	
0.12

	
0.59%

	
0.79%




	
W3

	
0.19

	
2.32%

	
−0.03

	
0.48%

	
1.42%

	
0.327

	
3.27%

	
0.08

	
0.76%

	
2.51%




	
Cyl3

	
−0.28

	
0.59%

	
0.09

	
0.30%

	
1.08%

	
−0.252

	
1.26%

	
−0.03

	
0.17%

	
1.09%




	
L

	
−0.21

	
0.26%

	
0.01

	
0.06%

	
0.20%

	
−0.168

	
0.21%

	
0.043

	
0.05%

	
0.16%




	
W

	
−0.1

	
0.17%

	
−0.15

	
0.03%

	
0.13%

	
−0.103

	
0.17%

	
0.17

	
0.28%

	
−0.11%




	
H

	
0.42

	
0.70%

	
−0.37

	
0.21%

	
0.49%

	
0.975

	
1.63%

	
0.501

	
0.83%

	
0.79%











 





Table 8. FFF manufacturing costs.






Table 8. FFF manufacturing costs.





	
Items

	
A1

	
A2

	
B1

	
B2






	
Equipment purchase cost (USD)

	
6795

	
6804




	
Cmh (USD)

	
0.920

	
0.921




	
Cr (USD)

	
1.726

	
1.448

	
6.161

	
6.340




	
Cm (USD)

	
2.182

	
2.297

	
3.069

	
5.433




	
Cp (USD)

	
3.908

	
3.745

	
9.230

	
11.773




	
Ct (USD)

	
9.593

	
4.107

	
9.593

	
12.136




	
PLA filament cost per Kg (USD)

	
78.08




	
T (h)

	
2400




	
Labor cost per hour (USD)

	
0.363
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