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Abstract: Traditional unmanned aerial vehicle path planning methods focus on addressing planning
issues in static scenes, struggle to balance optimality and real-time performance, and are prone to
local optima. In this paper, we propose an improved deep reinforcement learning approach for
UAV path planning in dynamic scenarios. Firstly, we establish a task scenario including an obstacle
assessment model and model the UAV’s path planning problem using the Markov Decision Process.
We translate the MDP model into the framework of reinforcement learning and design the state space,
action space, and reward function while incorporating heuristic rules into the action exploration
policy. Secondly, we utilize the Q function approximation of an enhanced D3QN with a prioritized
experience replay mechanism and design the algorithm’s network structure based on the TensorFlow
framework. Through extensive training, we obtain reinforcement learning path planning policies for
both static and dynamic scenes and innovatively employ a visualized action field to analyze their
planning effectiveness. Simulations demonstrate that the proposed algorithm can accomplish UAV
dynamic scene path planning tasks and outperforms classical methods such as A*, RRT, and DQN in
terms of planning effectiveness.

Keywords: path planning; UAV; deep reinforcement learning; heuristic policy; prioritized experience replay

1. Introduction

Unmanned Aerial Vehicles (UAVs) are commonly employed for executing hazardous
missions in complex environments and unmanned areas, with path planning being an
indispensable and crucial aspect to ensure the safe flight of UAVs [1]. Depending on a
UAV’s perception of the overall environment, the path planning problem can be divided
into local path planning and global path planning [2]. Global path planning involves
environmental modeling, and its accuracy depends on the precision of environmental
information. Local planning requires real-time perceptual information, making it more
responsive and adaptable to dynamic environments; however, relying solely on local
information may lead to local optima.

The paramount concern in UAV path planning lies in algorithm design, with planning
methods primarily categorized into classical algorithms and intelligent algorithms [2]. Clas-
sical algorithms include the A* algorithm [3], artificial potential field method [4], Rapidly
Exploring Random Tree (RRT) [5], and cellular decomposition method [6]. However, tra-
ditional global path planning algorithms are characterized by fast planning speeds but
lack optimality. Planning algorithms that rely on prior environmental information can
address general static scene problems but fall short in situations where obstacles are mobile,
posing limitations. Conventional local path planning methods, due to the absence of global
information, often struggle to generate optimal paths and require high computational
capabilities to meet real-time demands.
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Therefore, in response to the UAV path planning challenges in complex scenarios,
scholars have proposed bio-inspired intelligent algorithms that mimic the foraging behavior
of organisms in dynamic environments. These include genetic algorithms [7], ant colony
algorithms [8], and particle swarm algorithms [9]. Recognizing the limitations of genetic
algorithms, adaptive crossover and mutation methods have been introduced to enhance the
algorithm’s robustness [10]. Another work [11] combines a graph-search-based distributed
ant colony algorithm with grid modeling, analyzing the impact of heuristic factors, popula-
tion size, and information evaporation coefficient on path length and planning efficiency.
Additionally, a dual global optimization genetic-particle swarm optimization algorithm
is proposed by integrating genetic algorithms with particle swarm optimization in one
study [12], improving algorithm efficiency. In another study [13], this method is employed
for the progressive search of a robot’s global feasible path, enhancing path quality and
convergence speed. However, these intelligent path planning methods struggle with han-
dling high-dimensional information in complex environments, face challenges in balancing
optimality and real-time requirements, and are prone to falling into local optima.

With the increasing complexity and uncertainty of the mission environment, UAV path
planning faces greater challenges. In recent years, research on UAV path planning based
on artificial intelligence has significantly increased, further expanding the application of
RL and Deep Reinforcement Learning (DRL) [14] in this field. Ref. [15] using Q-learning
employs adaptive random exploration to achieve UAV navigation and obstacle avoidance,
but the method is constrained by action space and sample dimensions. Addressing the
issue of UAVs’ inability to acquire environmental information, ref. [16] defines rewards
based on signal strength, proposing a guided reinforcement Q-learning method, and
simulation validates the advantages of this approach. However, general RL can only solve
simple, discrete state problems and cannot cope with high-dimensional inputs and the
issue of dimension explosion. Ref. [17] introduces a Long Short-Term Memory (LSTM)
network into a proximal policy optimization algorithm, proposing an intelligent path
planning algorithm. However, its environment only considers low walls, limiting its
applicability. Ref. [18] suggests an improved Deep Q Network (DQN) path planning
algorithm, addressing the overestimation problem of the Q network. A comparison of path
length and convergence speed illustrates the algorithm’s superiority, yet it does not address
the problem of optimizing the path.

Additionally, ref. [19] employs a Dueling Double Deep Q Network (D3QN) algo-
rithm with a dueling architecture to address path planning problems. This algorithm
approximates Q-values with the input of situations and validates the method’s excel-
lent performance. Ref. [20] proposes an improved path planning approach that combines
Q-learning and Boltzmann exploration, allowing for a suitable balance between exploration
and exploitation in the policy. In response to the issues present in traditional algorithms
and general intelligent algorithms, this article, based on reinforcement learning theory,
introduces an enhanced algorithm, the D3QN, incorporating heuristic action policy and
prioritized experience replay. The D3QN algorithm successfully resolves path planning
problems in dynamic scenarios.

This study conducts research on the path planning problem for UAVs by introducing
deep reinforcement learning algorithms to achieve autonomous path planning in both
static and dynamic scenarios, enhancing the efficiency and success rate of path planning.
This article is organized as follows. Section 2 provides a description of the UAV path
planning problem and establishes the environmental model. Section 3 introduces the
methods employed in this study, including the construction of a reinforcement learning
Markov decision model and the use of the improved D3QN algorithm. Section 4 presents
the research results and provides a thorough analysis and discussion. Finally, Section 5
presents the conclusions.
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2. Problem Description and Model
2.1. Path Planning Problem

The purpose of UAV path planning is to generate a series of waypoints as targets for
autonomous navigation. This involves a sequence decision-making process, and thus, the
process exhibits Markovian properties, satisfying the following equation:

Pa
ss′ = E(St+1 = s′

∣∣St = s, At = a) (1)

Based on this characteristic, the decision-making process aligns with the fundamental
principles of reinforcement learning (RL), allowing for the establishment of a corresponding
Markov Decision Process (MDP) model. This can then be integrated into the RL framework,
utilizing RL algorithms for solving.

Figure 1 shows how the UAV path planning problem integrates with the principles
of reinforcement learning. At a given time step t, the UAV’s state is denoted as s, and the
UAV agent needs to make decisions on the next action a. Upon executing this action, both
the UAV’s state and the environment undergo changes, leading to a subsequent decision-
making iteration. This process continues iteratively until the completion of the mission.
Throughout this journey, an intelligent agent with an effective planning policy is essential
for the satisfactory accomplishment of tasks. This policy can be acquired through offline
training, which constitutes the overarching approach of this research.

Figure 1. The UAV path planning in RL framework.

2.2. Environmental Model

The path planning environment comprises the UAV, the target, and the obstacle zone.
In this study, reference [21] is consulted to establish a model for assessing obstacle zone.
Typically, the UAV conducts lots of missions at a constant altitude. Therefore, the designed
scenario involves a two-dimensional space, without considering variations in altitude.

The Situation Assessment (SA) model serves as the foundation for path planning
problems [22]. In aerial scenarios, various obstacle assessment models are utilized, typically
constructing the SA model based on the distance between the UAV and the no-fly zone
center. In this paper, an obstacle assessment model is established based on the distance
between the UAV and the no-fly zone center, composed of detection radar and SAM [22].
When the detector detects the UAV, it employs the SAM to intercept the UAV, with the
destruction probability determined by the relative distance between the UAV and the
no-fly zone.
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Building upon the original model described in the reference, this paper simplifies and
integrates the model, aiming to further increase the survivability difficulty of UAVs. It
modifies the region between the radar detection radius and the SAM kill radius in the origi-
nal model to be the UAV’s no-escape zone, effectively expanding the radius of the UAV’s
no-escape zone. This increases the risk of UAVs entering the threat area, posing a greater
challenge to the D3QN deep reinforcement learning algorithm enhanced in this study and
better reflecting the method’s advantages in addressing this problem. The dangerous level
of the no-fly zone center towards the UAV is defined by the following equation.

Tp =


0 D ≥ Rmax

2−
D−RMmax

Rmax−RMmax RMmax ≤ D < Rmax
1 D < RMmax

(2)

where D represents the distance between the UAV and the obstacle center. Rmax signifies the
maximum radius of the no-fly zone. RMmax denotes the maximum radius of the no-escape
zone, assuming the maximum detection range of the detector is equal to the maximum
radius of the no-fly zone, i.e., Rmax. The dangerous level Tp indicates the probability of being
destroyed. Assuming the destruction probabilities of different no-fly zones are mutually
independent, the overall danger from the no-fly zone center to the UAV is calculated using
the following equation [23].

Ts = 1 −
k

∏
i=1

(1 − Ti
p) (3)

where k represents the number of obstacle zones in the no-fly zone. Ti
P is the probability of

the UAV being destroyed when passing through the i-th obstacle zone.

3. Methods

For the problem of path planning, this study adopts the approach of modeling the
problem using MDP. The MDP model elements are designed, and an improved DRL
algorithm is used for solving. Firstly, we establish the MDP model for this problem.

3.1. MDP Element Design

The three main elements of the Markov Decision Process (MDP) model include the
state space, action space, and reward function, which are described as follows.

3.1.1. State

Based on the previous section’s modeling and analysis, as shown in Figure 1, the
environment considered in this study is two-dimensional. Therefore, we describe the
position of the UAV in the environment using coordinate points and take the position as
the state variable S of the MDP model.

S = (x, y) (4)

3.1.2. Action

The deep reinforcement learning algorithm used in this paper has a discrete action
space [14]. It requires designing discrete UAV action instructions accordingly. To enhance
the efficiency of path planning, the task area is divided into grids. The size of the grids can
be designed based on the specific environment, assuming the UAV can freely fly to any of
the eight surrounding grids, as shown in Figure 2.

As shown in Figure 2, the discrete action space consists of eight actions. The actions
A are represented as Equation (5). The numerical coding (0, 1, 2, 3, 4, 5, 6, 7) in this study
serves solely to denote corresponding movement directions, i.e., maneuvering from the
current grid position to an adjacent grid position. For instance, 0 signifies moving one grid
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north, one south, and seven southeast. The numerical sequence does not strictly correlate;
it only pertains to our programming conventions.

A = (0, 1, 2, 3, 4, 5, 6, 7) (5)

Figure 2. Eight discrete actions.

3.1.3. Reward

The design of the reward function is a critical factor in solving tasks in reinforcement
learning. Many reinforcement learning environments suffer from the problem of sparse
rewards, where there are no reward values. This can result in slow or even non-convergence
of the algorithm. A viable solution is to introduce a reward-shaping technique to guide the
agent in learning the optimal policy. In this study, we employ the reward-shaping method
to design the reward function, thereby mitigating the issue of sparse rewards.

To address this problem, a well-designed reward function is proposed, which consists
of five main components, as shown in Table 1. The reward function R is represented by the
following equation:

R = r1 + r2 + r3 + r4 + r5 (6)

where the reward terms r1, r12, r3, r4, and r5 are defined in Table 1, representing the reward
components for the UAV in different states.

Table 1. The specific rewards.

Reward State of UAV Reward Value

r1 In the obstacle area rt
r2 In the target area +200
r3 Outside the environmental boundary −50
r4 Beyond the maximum step −50
r5 Other state −0.5

The reward term rt in the table is correlated with the total dangerous level Ts. When
Ts exceeds the threshold Tσ, the probability of the UAV being destroyed is 100%, resulting
in a penalty of −50. When Ts is below the threshold, the UAV has a certain probability of
being destroyed, which is represented as follows:

rt =

{
−10Ts − 0.5 0 ≤ Ts ≤ Tσ

−50 Tσ ≤ Ts ≤ 1
(7)

When the UAV state satisfies any of the four conditions mentioned in Table 1, the
episode terminates; otherwise, the UAV remains in another state. The four conditions
mentioned here pertain to the first four states of the UAV. The environment includes target
area, obstacle area, and boundary. The first two states refer to the UAV flying to the target
area and the obstacle area. The UAV can only move at the boundary of the environment. If
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it exceeds the boundary, the round will be terminated. In addition, the simulation also sets
the maximum flight step of UAV to describe the maximum flight duration of UAV, which is
limited by the fuel carried. The agent receives a relatively small negative penalty (−0.5) to
encourage the UAV to reach the target area as quickly as possible.

3.2. Action Selection Policy

During the path planning process and at each time step of the RL algorithm, the agent
needs to output an action to make a decision, which is crucial for the policy. Commonly used
action exploration policies include ε-greedy policy and Boltzmann exploration policy [20],
where ε represents the exploration rate. A higher value of ε indicates that the agent is
more inclined to explore the random action space rather than selecting the action with the
highest Q-value. In this paper, heuristic rules are introduced into the ε-greedy policy [21]
to optimize the action selection and improve learning efficiency during training.

The specific process for selecting actions using heuristic search rules is described in
Algorithm 1, as shown below. When the UAV agent randomly selects an action from the
action space, the action space is further divided based on the current position and target
position of the UAV. Subsequently, the UAV agent can randomly select an action within
the smaller action space. For example, let us assume that (x1, y1) represents the current
position of the UAV, and (x2, y2) represents the position of its target. In this scenario, if the
target position is located to the southeast of the UAV, satisfying x1 < x2 and y1 > y2, the UAV
agent will randomly select an action from the action space A1 = (1, 3, 5, 6, 7), rather than
attempting all possible actions across the entire action space. In this way, the UAV avoids
choosing invalid actions, preventing numerous meaningless training episodes, enhancing
training efficiency, and reducing the training cycle.

Algorithm 1. Action selection policy with heuristic search rules.

Input: Q-value, UAV location (x1, y1), Target location (x2, y2).
Output: Action a.
1. Generate p randomly, p∈(0, 1)
2. if x1 < x2:
3. if y1 > y2:
4. a = random (1,3, 5, 6, 7)
5. else:
6. a = random (0,3, 4, 5, 7)
7. end if
8. else:
9. if y1 > y2:
10. a = random (1,2, 4, 6, 7)
11. else:
12. a = random (0,2, 4, 5, 6)
13. end if
14.end if

Moreover, to prevent falling into local optima issues, a single action subspace not
only consists of three randomly selected actions in the target direction; it also includes
two actions at the boundaries of the target direction. For instance, A1 = (1, 3, 5, 6, 7) is not
simply composed of (1, 3, 7); it also includes actions 5 and 6.

3.3. Improved D3QN Algorithm

Based on the established reinforcement learning model, this study adopts the DQN
algorithm for optimization. The key technologies employed by the DQN algorithm include
Deep Neural Networks (DNNs) and the Q-learning algorithm. DL models generally refer
to Deep Neural Networks designed to simulate the interactive responses of biological
neural systems to external stimuli. The fundamental unit of a neural network is the neuron,
and the prevalent “M-P neuron model” [24] is currently adopted. Neurons receive input
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signals transmitted by other neurons through weighted connections, and these signals are
processed and outputted through an activation function. Connecting multiple neurons in a
structured hierarchy yields a neural network. Commonly used types of neural networks
include Backpropagation (BP) neural networks, Radial Basis Function (RBF) networks, and
Convolutional Neural Networks (CNNs) [25]. A basic DNN is employed, with internal
layers categorized into input, hidden, and output layers, connected through fully connected
links between layers. Among neural networks integrated with reinforcement learning
methods, DNNs are widely utilized.

The Q-Learning algorithm [26] is one of the foundational reinforcement learning
algorithms, representing a temporal difference offline control algorithm based on value
functions. The fundamental principle of Q-learning involves utilizing an extensive Q-table
to characterize the value function of states and actions. The algorithm’s process relies
on employing a greedy strategy to select actions based on states, continually learning
and updating its value function by choosing actions that maximize the Q-value, thereby
obtaining an optimal strategy. In existing research, the Q-learning algorithm is frequently
employed to enhance traditional path planning methods, finding extensive applications in
UAV path planning algorithms [27].

However, the traditional DQN algorithm has certain limitations. Firstly, its target
Q-values are obtained directly through the greedy method. Using the “max” operation
allows the Q-values to quickly approximate the potential optimal targets, but the algorithm
is prone to overestimation, leading to significant bias in the learned model. Secondly,
the network structure does not sufficiently consider the influence of actions and states,
resulting in poor learning performance.

In response to the issues inherent in traditional DQN [28], this paper proposes an
improvement and introduces a Prioritized Experience Replay D3QN algorithm that incor-
porates a heuristic action selection policy. The proposed enhanced algorithm is employed
to construct a simulation environment for training and learning purposes. The following
section provides an overview of the proposed improvement method.

The DQN algorithm primarily employs an experience replay buffer and a dual-
network mechanism. Experience replay involves storing the rewards obtained from each
interaction along with state updates, used for updating the target Q-values. During training,
small batches of data are randomly sampled from the experience pool to train the neural
network. The dual-network mechanism utilizes two Q-networks with identical structures:
the current Q-network selects actions and updates model parameters, while the target
network Q′ computes the target Q-values. All these measures aim to address the issue
of data correlation. However, they also introduce challenges in accurately computing the
target Q-values. For non-terminal states, the target Q-value calculation formula for DQN is
as follows:

yj = Rj + γmaxa′Q
′(ϕ(S′

j), A′
j, w′) (8)

where w′ represents the parameters of the target network. γ represents the discount factor,
which is employed to denote the UAV agent’s emphasis on future rewards, taking values
within the range [0, 1]. The subscript j in the formula denotes the current round, i.e., the
j-th round, where Rj signifies the reward obtained in the current round state. ϕ(S) denotes
the feature vector of state S, used for approximating the state value. Within the designed
neural network architecture, there are two components: the evaluation network (the current
Q-network) and the target network. To distinguish and train the parameters and weights of
these networks, different parameters are used for description and representation. Parameter
w represents the evaluation network, while parameter w′ represents the target network,
corresponding to the network structure depicted in Figure 3. Following the principles of
DDQN [29], we decouple the action selection for target Q-values from the computation
of target Q-values. Instead of directly identifying the maximum Q-value in the target
Q-network, we first determine the action corresponding to the maximum Q-value in the
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current Q-network and subsequently calculate the Q-value based on that action. Therefore,
the above expression can be updated as follows:

yj = Rj + γQ′(ϕ(S′
j), argmaxa′Q(ϕ(S′

j), A, w), w′) (9)

Figure 3. The network structure of the improved algorithm.

Furthermore, this study extends the traditional DQN algorithm by introducing certain
modifications to its neural network structure, incorporating a competitive architecture [30].
While the DQN algorithm employs a neural network structure with a direct connection
from the hidden layer to the output layer, the enhanced network introduces an additional
layer between the hidden layer and the output layer. This intermediate layer divides the
Q-network output into two parts (Figure 3): one part is solely dependent on the state S and
independent of the action A, termed the value function V(S, w, α)), and the other part is
related to both S and A, referred to as the advantage function A(S, A, w, β). The final value
function can be redefined as follows:

Q(S, A, w) = V(S, w, α) + (A(S, A, w, β)− 1
|A| ∑

a′∈A
A(S, a′, w, β)) (10)

where w represents the shared parameters, α denotes the parameters of the value function
V, and β represents the parameters of the advantage function. The cardinality of A, denoted
as |A|, equals the size of the action space.

In the data sampling process of DQN, all samples have equal sampling probabilities,
which is inefficient. To address this, we enhance the algorithm’s training efficiency by
introducing a prioritized experience replay mechanism [31]. Building upon the mentioned
improvements, we further optimize the logic of the algorithm’s experience replay compo-
nent. The fundamental concept of prioritized experience replay is to assign larger sampling
weights to states with higher learning efficiency. In the experience replay pool, samples
with larger TD errors exert a greater influence on the Backpropagation process, while
samples with smaller TD errors have a relatively minor impact on the computation of
backward gradients. This prioritization ensures that samples with larger absolute TD errors
are more likely to be sampled. Due to the variation in sample weights, the loss function of
the network has also been optimized. The improved equation is as follows:

Loss =
1
n

n

∑
j=1

ωj
(
yj − Q

(
Sj, Aj, w

))2 (11)

where ωj represents the priority weight of the j-th sample. After updating the gradients of
the network parameters, it is necessary to recalculate the TD error and update it in the tree
structure, followed by storage.
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According to the mentioned improvements, the structure of the neural network is
as illustrated in Figure 3. Both the evaluation network and the target network share the
same architecture, consisting of an input layer, a hidden layer composed of two fully
connected layers (L1, L2), and an output layer. The number of neurons in the input
layer corresponds to the size of the state space, while the two fully connected layers, L1
and L2, consist of 100 and 80 neurons, respectively. To expedite the learning process
during the training of network parameters with samples selected from the experience
pool, a prioritized experience replay mechanism is employed. On the right side of the
figure, the competitive network architecture is depicted, consisting of two fully connected
layers (L1, L2) representing the structural flow of two competitive systems. The final fully
connected layer of the value function has one output, while the advantage function part has
eight outputs, aligning with the action space. To accelerate training convergence, rectified
linear units (ReLU) [32] are chosen as the activation functions for the fully connected layers
in the hidden layer.

The algorithm we utilized for training also incorporated the heuristic action selection
policy outlined in Algorithm 1, which similarly contributed to enhancing training efficiency.
Throughout the actual training process, the exploration rate ε diminishes progressively.
ε0 denotes the initial exploration rate of the UAV agent in Equation (12). ε1 denotes the
final exploration rate. Initially, ε is relatively high, enabling the UAV to explore different
actions with a higher probability. As the number of training iterations increases, ε decreases
gradually until it stabilizes. At this stage, the agent tends to favor actions with higher
Q-values. The evolution of ε is defined by the following equation, where i denotes the
current training round, ipre represents the pre-training iterations designed to generate a
certain amount of data, idescend indicates the number of exploration rate decay steps, and
imax signifies the maximum training iterations.

ε =


ε0 0 ≤ i < ipre

ε0 −
(i−ipre)(ε0−ε1)

idescend
ipre ≤ i < idescend

ε1 idescend ≤ i < imax

(12)

The procedural steps for the proposed enhanced algorithm are detailed in Algorithm 2.
In this algorithm, s, a, r, and d represent the environment state, action, reward, and terminal
state of the reinforcement learning MDP, respectively. The parameter T signifies the number
of learning iterations, and the termination state of each iteration is determined based on
the reward function.

The implementation workflow of the training algorithm is illustrated in Figure 4. The
process is divided into two parts: the environment and the UAV agent. Firstly, based on
the designed environmental scenario, we conducted modeling. Subsequently, an intelligent
agent was designed based on the Markov Decision Process (MDP) model. At each moment,
the environment updates state information for the intelligent agent. The agent, following
the steps outlined in Algorithms 1 and 2, accomplishes data updates and policy learning.
Moreover, at each time step, the agent provides chosen actions to the environment, closing
the loop of the process. Through extensive training, the objective of optimizing the policy
is achieved.
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Algorithm 2. Improved D3QN considering action selection policy with heuristic rules.

1. Initialize Q network parameter w, target Q network parameter w = w′.
2. Initialize replay memory D with capacity N, the priority of all Sum Tree leaf nodes pj = 1.
3. for i = 1 to T perform
4. Initialize s as the first state of UAV.
5. while s is not Termination:
6. Choose an action according to Algorithm 1.
7. Execute action a. Transfer to the next state s′, and obtain the immediate reward r. Judge

whether it is in the termination state d.
8. Store transition {s, a, s′, r, d} in D. Replace the oldest tuple if ∥D∥ > N.

9. Sample Nb tuples from D, {sj, aj, s′j, rj, dj }, j = 1, 2, 3, . . ., n. The probability is Pj = pj/ ∑i pi.
Compute the weight of loss function: ωj =

(
N ∗ Pj

)−β
/maxiωi.

10. Compute the current target Q-value yi.

yi = rj + (1 − d)γQ′
(

s′j, argmaxa′ Q
(

s′j, a, w
)

, w′
)

11. Compute the loss as Equation (11). Update Q network parameter w.

12. Compute TD error for sample data: δj = yj − Q
(

sj, aj, w
)

. Update the priority for all Sum

Tree nodes: pj =
∣∣∣δj

∣∣∣.
13. For every N′ step, update the target Q network parameter w′ = w.
14. s = s′.
15.end for

Figure 4. The workflow of the training algorithm.

4. Results

This section primarily focuses on the training and simulation results testing. The
mission area for the UAV is a rectangular region measuring 60 × 60 km, as depicted in
Figure 4. Within this mission area, there is one reconnaissance target and three adversarial
obstacles represented as circles. The boundaries of the obstacle areas have a radius of Rmax.
The planned location for the reconnaissance target is (52, 52), and the parameters for the
obstacle zones are detailed in Table 2.
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Table 2. The obstacle area parameters.

Obstacle Areas Location of Center (km) Rmax (km) RMmax (km)

Obstacle 1 (20, 22) 6 5
Obstacle 2 (30, 40) 10 9
Obstacle 3 (40, 18) 8 7

The improved algorithm presented in this paper incorporates several hyperparame-
ters, with some parameters exhibiting sensitivity to the environment. Inappropriately set
parameter values may hinder the algorithm’s convergence. Therefore, based on extensive
numerical simulations, the hyperparameters for the algorithm in this section are specified
in Table 3.

Table 3. Setting of simulation parameters.

Parameter Value Parameter Value

The radius of the target area 4 km Target network update rate 0.008
Max episodes i 10,000 Discount factor 0.96

Max steps of UAV 500 Q network learning rate 0.0005
Replay memory capacity N 10,000 Initial exploration 1

Minibatch size Nb 32 Final exploration 0.1
Number of pre-training rounds 200 Number of annealing 2000

The maximum flight distance for the UAV is set at 500, with the step length represent-
ing the UAV’s flight distance. If the UAV fails to reach the target area within 500 steps, the
round will terminate. In the initial simulation phase, a pre-training of 200 rounds is con-
ducted to generate data in the experience replay pool. The weights of the target network are
adjusted to the initial network every eight steps. The exploration–exploitation parameter ε
is linearly annealed from 1 to 0.1 over 2000 rounds and then held constant at 0.1.

4.1. Training Results

The algorithmic environment in this study is implemented using Python program-
ming, employing the TensorFlow learning library and TensorBoard visualization tool for
analysis. The optimization algorithm for network parameters is Adam. To introduce train-
ing randomness, at the beginning of each round, the initial position of the UAV is randomly
selected within a designated mission area. The distance along the X-axis is within (0, 30)
km, and along the Y-axis, it is within (0, 15) km. The training reward smoothing curve is
illustrated in Figure 5, where the horizontal axis represents the number of training rounds,
and the vertical axis represents the cumulative rewards per round. In this section, com-
parative simulations are conducted, contrasting the improved D3QN algorithm with the
DDQN, and DQN algorithms with essentially similar parameters and network structures
in the same scenario.

As depicted in the figure, the reward curves for DQN and DDQN eventually converge
to a similar pattern, with a slight difference in convergence speed. However, DDQN
achieves a more stable cumulative reward, and its convergence is faster. DDQN reaches
its maximum after 4000 rounds of training, whereas DQN requires 6000 rounds and
exhibits greater fluctuations. This indicates that DDQN effectively addresses overestimation
issues, enhancing algorithm stability. The reward convergence speed of the proposed
improved D3QN method is slower than that of DQN and DDQN, gradually converging
over 6000 rounds. However, its final reward value surpasses that of DQN and DDQN
under the same conditions. This is attributed to the fact that the Q network in D3QN, with
a separated data stream structure, can more effectively and accurately approximate the Q
function, demonstrating the advantages of the proposed method.



Drones 2024, 8, 60 12 of 21

Figure 5. The smoothing curve for cumulative rewards of three algorithms.

Figure 6 displays the terminal states of the UAV along with changes in flight distances,
with terminal states calculated every 10 rounds. The UAV’s terminal states include task
completion (finish) and non-completion, which encompasses scenarios such as exceeding
the boundary range (out of range), surpassing the maximum flight distance (out of step),
or encountering destruction upon entering obstacle zones (collision).

Figure 6. The terminal state and UAV step.

From the figure, within the initial 5000 rounds, the UAV faces challenges in completing
the planned tasks, with a high probability of entering obstacle zones and being destroyed,
and a lower probability of flying out of the task area or exceeding the flight distance. As
the learning process progresses and the agent’s policy optimizes, the task completion rate
surpasses 90%. The rates of flying out of the task area or exceeding the flight distance
tend towards 0%, while the probability of destruction in obstacle zones remains below
10%. According to Figure 6, the required flight distances for the UAV continue to decrease,
indicating a gradual convergence of the UAV’s planned path length towards optimality.

4.2. Results in Static Scenario

To assess the effectiveness of the proposed algorithm, this section conducts multiple
simulations and compares them with other path planning algorithms. The initial position
of the UAV is set at (5, 8). Figure 7 illustrates trajectories generated by various planning
algorithms. In the figure, the red color represents obstacle zones, while the green color
indicates the target area. When plotting the boundaries of obstacle zones in this paper,
only the region corresponding to the Rmax radius is displayed. The red area’s radius in the
figure is the detection radius of the corresponding obstacle zone. During simulation, the
parameters for DQN and DDQN are the same as those for D3QN. The A* algorithm uses a
neighborhood search number of 8, the RRT-GoalBias algorithm has an expansion step size
of 1, a target sampling rate of 0.1, and a maximum iteration of 250 rounds.
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Figure 7. The trajectory planning results of multiple algorithms.

All planning methods successfully found safe paths. Compared to other algorithms,
the improved D3QN method in this study obtained paths that are further away from
obstacle zones, thereby better ensuring the UAV’s safety and reducing the probability of
being destroyed.

Figure 8 provides quantitative results from three aspects: path length, planning time,
and the number of turning points. Simulations were conducted using the same computer
under identical conditions to compute the time required for planning UAV paths. The
prioritized experience replay D3QN path planning algorithm resulted in the shortest path
length. Compared to A* and RRT-GoalBias, the paths generated by DDQN and DQN
were shorter in length. Clearly, these results illustrate the superiority of the algorithm
proposed in this article, showcasing an improvement in both the efficiency and quality of
path planning compared to existing research.

Figure 8. The qualitative comparison results of multiple algorithms.
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From the figures, it is evident that these methods require relatively short amounts of
time, with minor differences, yet the improved D3QN requires the least amount of time. As
post-planning path smoothing is necessary for these methods, fewer turning points imply
less time required for smoothing, indicating that this method is more conducive to efficiency
enhancement. Figure 9 illustrates that the improved D3QN has fewer turning points in its
path, demonstrating the advantages of the proposed UAV path planning algorithm.

Figure 9. The results for initial position change of UAV.

Table 4 presents a comparative analysis of three RL algorithms. The paths generated
by improved D3QN require 51 steps to reach the target area, resulting in a cumulative
reward of 175.0. In contrast, both DDQN and DQN need 53 steps to achieve rewards of
174.5 and 174.0, respectively. This indicates that the paths obtained by improved D3QN
are superior, with higher rewards. In summary, in a static scenario, the path planning
capability of the algorithm proposed in this study surpasses that of the planning algorithms
employed by DDQN and DQN, as well as A* and RRT-GoalBias algorithms.

Table 4. The comparison of RL algorithms.

Algorithm DQN DDQN Improved D3QN

Steps of UAV 53 53 51
Cumulative reward 174.0 174.5 175.0

Due to the random initialization of UAVs in a small area during training scenarios,
this section not only conducts planning verification with a fixed starting position but also
includes multiple validation sets. To assess the generalization performance of the obtained
model, tests are conducted in non-training scenarios, as shown in Figure 9 and Table 5.

Table 5. The results for non-training scenarios.

Path Number Initial Position UAV Step Cumulative Reward

1 (20, 5) 43 179.0
2 (25, 7) 41 188.0
3 (10, 15) 46 177.5
4 (25, 28) 29 188.0
5 (55, 5) 43 179.0
6 (59, 59) 5 198.0
7 (31, 15) 33 184.0
8 (10, 30) 11 −55.0

The first three sets have UAV starting points within the training area, and the trained
model already possesses corresponding training policy. For the subsequent five sets
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simulating non-training scenarios, as depicted in Figure 9, UAVs in training scenarios
successfully plan paths. When the starting position is outside the training area, in most
cases, paths are successfully planned (e.g., path4–path7). However, there is still one set of
results where the UAV is guided into the obstacle zone and destroyed, as seen in path8,
indicating a failure to plan a path.

4.3. Visualized Action Field

To clearly illustrate the effectiveness of the intelligent policy proposed in this study,
a visualized action space is established in this section following the methods outlined in
references [33,34]. This visualized action space is designed to showcase the UAV path
planning policy within the task area. It provides a more intuitive representation of the
control policies of the path planning controller designed in this section, as depicted in
Figures 10 and 11.

Figure 10. The diagram of visual action field rules.

Figure 11. The visual action field is based on improved D3QN.

As illustrated in Figure 10, eight discrete actions are represented by distinct colors.
The white arrow at the center signifies the velocity direction the UAV should adopt at the
current state, while the black portion indicates the absence of a flight command.

The action spaces before and after training were obtained according to the rules. The
left side of Figure 7 depicts the visualized action space before training, following the
random initialization of network parameters. The right side displays the results after
10,000 training iterations. To emphasize the training policy, four black circular regions
represent three obstacle zones and one target area within the scene. The target area is
situated in the upper right corner, while the remaining circles denote obstacle zones. It
can be observed that the action space before training exhibits only three colors, indicating
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a random and irregular distribution that lacks meaningful implications for early-stage
UAV path planning. After training optimization, different positions display distinct action
commands, and the overall trend is oriented towards the target area. This suggests that the
intelligent agent’s policy has been optimized, enabling the UAV to fly towards the target
based on the control instructions provided by the policy.

However, there are still small areas, such as the surrounding boundaries, where the
action instructions are not entirely rational. This explains the occurrence of path planning
failures in the later stages of training. The visualized results of the policy in this section
correspond to the static scene planning results from the previous section.

Additionally, Appendix A provides the visualized action field for DDQN and DQN.
It can be observed that both the DDQN and DQN algorithms only generated feasible
paths when addressing this path planning problem. In terms of policy applicability, the
improved D3QN method proposed in this paper yields a superior D3QN path planning
policy compared to DDQN and DQN algorithms.

4.4. Results in Dynamic Scene

This section conducts algorithm simulations based on dynamic scenes. The dynamic
environment implies that the obstacle zones in the mission area are no longer fixed; the
obstacle center is mobile. Consequently, the detection range of obstacle zones varies with
the movement of the obstacle center. This paper assumes that the no-fly zone center follows
a pre-defined trajectory. In this section, building upon the static scenes described earlier, all
three obstacle zones are in motion, each with distinct movement directions and velocities.
The planning objective remains unchanged, and the initial position of the UAV is randomly
selected within a small mission area.

The model trained in the static scene is further fine-tuned in the dynamic scenario.
The initial parameters of the model are based on the best weight allocation obtained during
training in the static scene, rather than being randomly assigned. This approach helps
avoid many rounds of ineffective exploration. The algorithm hyperparameters remain
fundamentally the same as those in Table 3, with an increase in the maximum training
rounds to 20,000. Pre-training rounds are no longer set, and adjustments are made to the
learning rate and target network update frequency, as specified in Table 6. The initial
parameters of the obstacle center, detection radius, and strike radius remain unchanged.
Figure 12 presents the smoothed curve of cumulative rewards and the success rate of UAV
path planning obtained from the dynamic scene.

Table 6. The hyperparameters in dynamic scenes.

Parameter Value Parameter Value

Max episodes i 20,000 Number of pre-training 0
Replay memory capacity N 50,000 Q network learning rate 0.00005
Target network update rate 0.0004

During the training process, cumulative rewards are recorded and averaged every
10 rounds. Similarly, the success rate of path planning is calculated every 10 rounds. This
yields curves depicting cumulative rewards, smoothed average rewards, and the success
rate over time. The reward values (blue) and success rate (red) are plotted using different
y-axes, displayed on the left and right sides of the graph in distinct colors.

It can be observed that in the initial 8000 rounds of training in the dynamic environ-
ment, the average cumulative reward obtained by the UAV is −55, with an average reward
of −180. This is significantly lower than the average cumulative reward and average
reward obtained in the static scene. During this period, the UAV agent has not yet learned
the correct path planning policy. This is primarily attributed to the increased difficulty
in UAV path planning due to the variability and complexity introduced by the dynamic
environment, making it challenging for the agent to achieve higher rewards.
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Figure 12. The smoothing curve of cumulative rewards and success rate in dynamic scenarios.

According to the reward curve, after 10,000 rounds of training, there is a noticeable
increase in the reward values, gradually reaching a maximum. The reward values converge
to the maximum in the final 2500 rounds. The trend in the success rate curve closely mirrors
that of the reward values. In the initial 10,000 rounds, the success rate is essentially 0, but as
the training progresses, the path planning policy is effectively optimized, and the success
rate approaches 95%.

As shown in Figure 13, the simulated results of a test in a dynamic scenario are
presented in the form of a sequence of motion trajectories. This is performed to validate the
generalization capability of the improved D3QN path planning model obtained through
training. In the simulation test, the exploration rate ε is set to 0, indicating that the UAV fully
utilizes the predicted Q-values from the trained model to select its flight action commands.
The initial position of the UAV is set at (5, 8), and the cumulative reward obtained by the
UAV intelligent agent in this simulation is 175.0.

In the figure, the red and green areas represent the coverage zones of obstacles and
targets, respectively. The blue dot indicates the initial position of the UAV, while the
blue asterisk represents the current position of the UAV along with its historical motion
trajectory. The orange solid dots correspond to the current positions and historical motion
trajectories of each obstacle zone’s center. Among these, two move back and forth within a
certain distance in the X-direction, one moves back and forth along an inclined direction,
and the obstacle zone in the bottom-right corner moves at a slower speed compared to the
other two obstacle zones.

The UAV successfully reached the target area, as depicted in the figure, while effec-
tively avoiding the search of obstacle zones. This indicates that the trained policy model is
capable of planning a safe and feasible path. Additionally, multiple sets of simulations were
conducted in this section. Regardless of the UAV’s initial position being arbitrarily chosen
within the small area defined during training, the DRL path planning model consistently
avoided obstacle zones and generated viable UAV paths.

In conclusion, we have trained a reinforcement learning path planning policy for
the static scenarios described in Sections 4.1 and 4.2. The simulation results indicate that
compared to A*, RRT, DQN, and DDQN, this policy performs better in terms of path length
and planning time, significantly improving planning efficiency. For the dynamic scenarios
described in Section 4.3, the reinforcement learning planning policy can control the UAV to
navigate around threat zones effectively, demonstrating good path planning performance.
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Figure 13. Test results of successful path planning for UAV in dynamic scenarios.

5. Conclusions

In addressing the UAV path planning problem in dynamic scenarios, this study
proposes an enhanced deep reinforcement learning algorithm as a solution. Through
extensive simulation training in the TensorFlow framework, distinct reinforcement learning
path planning policy for static and dynamic scenarios are obtained. Validations across
various scenarios indicate that the proposed path planning strategy is capable of effectively
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devising secure paths while avoiding adversary obstacle zones. The primary contributions
are outlined as follows:

(1) The MDP model for UAV path planning is translated into the framework of rein-
forcement learning. The design encompasses the definition of state space, action
space, and reward functions, while heuristic rules are incorporated into the action
exploration strategy.

(2) An improved deep reinforcement learning approach is proposed, employing the
Q-function approximation of the prioritized experience replay D3QN to estimate the
action Q-values of the agent. The algorithm’s network structure is designed based on
the TensorFlow framework, combining double Q-learning, a competitive architecture
of neural networks, and prioritized experience replay. The resulting algorithmic flow
is based on the improved D3QN for path planning.

(3) Reinforcement learning path planning policy for static scenarios is trained and sub-
jected to simulation analysis. The results indicate that, compared to A*, RRT, DQN,
and DDQN, this strategy demonstrates superior performance in terms of path length
and planning time. A visualized action space is utilized to analyze the learned path
planning policy of the intelligent agent.

(4) Building upon the static scenario, further training is conducted to derive reinforcement
learning planning policy for dynamic scenarios, with simulation testing in typical
scenarios. The results demonstrate the successful navigation of the UAV to the target
area, showcasing the algorithm’s robust performance by effectively avoiding search
in obstacle zones.
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Appendix A

Figure A1. The visualized action field for DDQN and DQN.
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