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Abstract: The unmanned aerial vehicle (UAV) has drawn attention from the military and researchers
worldwide, which has advantages such as robust survivability and execution ability. Mobility models
are usually used to describe the movement of nodes in drone networks. Different mobility models
have been proposed for different application scenarios; currently, there is no unified mobility model
that can be adapted to all scenarios. The mobility of nodes is an essential characteristic of mobile
ad hoc networks (MANETs), and the motion state of nodes significantly impacts the network’s
performance. Currently, most related studies focus on the establishment of mathematical models that
describe the motion and connectivity characteristics of the mobility models with limited universality.
In this study, we use a backpropagation neural network (BPNN) to explore the relationship between
the motion characteristics of mobile nodes and the performance of routing protocols. The neural
network is trained by extracting five indicators that describe the relationship between nodes and the
global features of nodes. Our model shows good performance and accuracy of classification on new
datasets with different motion features, verifying the correctness of the proposed idea, which can
help the selection of mobility models and routing protocols in different application scenarios having
the ability to avoid repeated experiments to obtain relevant network performance. This will help
in the selection of mobility models for drone networks and the setting and optimization of routing
protocols in future practical application scenarios.

Keywords: mobility model; unmanned aerial vehicle; wireless ad hoc network; backpropagation
neural network

1. Introduction

The mobile wireless network is a self-organized, centerless, dynamic topology, and
mobile distributed network, which has the advantages of strong mobility, fast networking
speed, the ability to adapt to harsh environments, and strong robustness [1]. It is widely
used in fields such as disaster reconstruction, UAV scientific research, military warfare,
and other fields. Nodes’ mobility is one of the most significant characteristics of UAV ad
hoc networks [2]. Various performance indicators of the network, such as throughput,
transmission delay, and routing effectiveness, are closely linked to the mobility of nodes. In
UAV wireless networks, node mobility can bring greater sensing ranges, more opportunities
for information interactions, and more flexible network services and applications [3].
However, node mobility also brings many problems. The movement of nodes can lead to
frequent changes in network topology, which directly affects network performance, such
as energy consumption, communication capacity, routing performance, etc., specifically
reflected in packet loss, throughput reduction, and even network segmentation. To simulate
the complex and variable motion states of nodes, mobility models are therefore proposed
to describe the movement patterns, such as node position coordinates, movement speed,
acceleration changes, and other information, which is an abstraction of the motion of
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nodes. Currently, a variety of node mobility models have been proposed, and studies
have shown that different mobility models have different effects on the performance of
the network protocols and algorithms [4]. As the basis for performance evaluation and
network designing of related systems, protocols, and algorithms in mobile ad hoc networks,
the research on network node mobility models is of great importance for improving UAV
network performance.

Mobility models are important baselines in network simulation to describe the move-
ment of nodes, including changes in their position, velocity, and acceleration. The design
and research of mobility models serve as the foundation for the development and appli-
cation of various protocols and technologies in UAV ad hoc networks, which will help
researchers gain a better understanding of network performance and potential issues,
thereby promoting the specific implementation and performance improvement in net-
works. In the research process of mobility models, it is common to introduce or propose
a mobility model, then analyze the various characteristics of the model combined with
specific connectivity evaluation methods to conduct a theoretical analysis or verify through
experiments, and finally, obtain the network connectivity performance under the mobility
model [5]. Ref. [6] brought forth a metric, the lifetime of link topology, to evaluate the
dynamic characteristics of an ad hoc network. From the analysis of the simulation data of
three classical mobility models, it can be seen that the link topology snapshots method is not
only a new idea to obtain the link topology lifetime of an ad hoc network but also the ratio
of link connection, the variety ratio of link topology, and the link topology lifetime curve
could be derived. The movement of nodes in a network mainly depends on the network’s
mobility model. In the early days, the random waypoint (RWP) model [7], the random
walk (RW) model [4], and other mobility models were often used to simulate the movement
of nodes to analyze the relevant characteristics of the network. Ref. [8] analyzed network
connectivity performance based on the RWP model and provided an approximation of the
probability that the network becomes k-connectivity. In addition, it was also found that
when the network is sparse, the mobility of nodes has a positive impact on the connectivity
probability of the network, while for dense networks, the opposite is true. Meanwhile, the
average connection time of a network also greatly affects network connectivity probabil-
ity. Based on percolation theory, Ref. [9] studied the maximum connected component in
MANETs, using the proportion of the maximum connected component as an important
indicator to measure network connectivity; Ref. [10] analyzed the network connectivity
of MANETs under the RWP mobility model and obtained the optimal communication
radius of nodes when the network satisfies k-connectivity, which is of great significance
for improving the robustness and survivability of the network. Reference [11] investigated
three connectivity indicators of MANETs, including node degree, average node degree,
and maximum node degree, under shadowing effects, and the results provided important
insights into improving connectivity and optimizing routing protocols in shadowing envi-
ronments. Most of the existing research focuses on establishing different node distribution
computing models to analyze the characteristics of the network. Currently, most studies
on the design of indicators for describing node mobility in mobile models are relatively
simple and mostly consist of the same type of indicators. The computational and analyt-
ical complexity of the mathematical models is relatively high and is only applicable to
a single mobility model in most cases. Owing to the lack of generality, it is difficult to
accurately quantitatively analyze or compare the characteristics of various mobility models.
On the other hand, the analysis of the impact of mobility on network performance and the
relationship between different mobile models is mostly qualitative. For example, in [5],
each mobile scenario corresponds to one curve in network performance. If the movement
scenario is more complex, a large number of simulation experiments are required to obtain
the relevant results.

Deep learning (DL) is a hot research topic in the field of modern computer science [12].
It has been decades of development, from theoretical research to industrial applications.
DL has obvious advantages in solving problems with complex model building. Compared
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to traditional machine learning (ML) algorithms [13], it can automatically learn the deep-
seated characteristics of the data. Nowadays, it has been widely used in biomedical, natural
language processing, image recognition, and other areas. In the field of communication,
introducing DL technology into diverse aspects of wireless communication has been proven
to significantly improve the performance of wireless communication systems [14–18]. Com-
pared with other intelligent optimization algorithms, neural networks have the benefits
of nonlinearity, input–output mapping, adaptability, fault tolerance, high-speed paral-
lelism, and self-learning, which will definitely provide critical technical support for the
development of wireless communication.

The UAV mobile wireless network is a large and complex system; the indicators that
can be utilized to describe node motion relationships are complex and diverse, which also
have correlations, diversity, and ambiguity characteristics between them [19]. Quantitative
or qualitative analysis of network performance is complicated and generally less applicable
by using these methods. Therefore, our research proposes a backpropagation-neural-
network-based [20] network performance classification method (BPNN-PC). Based on the
construction of motion indicators for mobility models, our approach uses five designed
motion parameters as inputs to the BP neural network, and the performance of the network
under the same motion parameters is introduced as labels to conduct training of the BP
neural network, Finally, the BP neural network is used to map the relationship between
the mobility index values and the network performance. It can solve the problems of
traditional mathematical derivation-based methods, which rely on mobility model types,
overly intricate descriptions of relationships between indicators, and low generalization.
The final trained BPNN-PC model can output the current status of network performance in
different UAV nodes motion scenarios, which is able to assist the selection of UAV network
mobility models and the setting or optimization of routing protocols in practical application
scenarios using less simulation and calculation.

2. Materials and Methods
2.1. Mobility Model

Considering the application and task scenarios, we have chosen the ‘’Low, slow, and
small” drones as our research objective to set the mobility parameters. Among the existing
mobility models, the random waypoint mobility model (RWP) [7], the Gaussian–Markov
mobility model (GM) [21], and the reference point group mobility model (RPGM) [22] are
often used for wireless network protocol performance analysis, routing algorithm design
and optimization, network energy consumption, and capacity design [23]. Therefore, we
use these representative mobility models to study the mobility characteristics of nodes
and the impact of node mobility on the topology characteristics of UAV networks. The
following parts describe three mobility models in detail.

2.1.1. Random Waypoint Mobility Model

The RWP [7] model is one of the most widely used node mobility models. Due to its
simplicity and practicality, it quickly became the benchmark for evaluating MANET routing
protocols [24]. In RWP, nodes that follow a uniform or normal distribution randomly choose
the speed v ∈ [Vmin, Vmax] and direction θ ∈ [0, 2π] from their initial position. After running
for a fixed time interval ∆t, they will select a new speed and direction to move until the
simulation ends; the motion trajectory of the node is shown in Figure 1. When initializing
the network, the state and position of nodes are randomly initialized, so at the beginning,
the nodes are evenly distributed throughout the entire movement area [25]. The endpoint
of each motion of a node is a random location in the entire region; the speed of node
movement is also randomly selected within a certain range. The model is a simple random
mobility model, but according to existing simulations, there are many sharp turns in the
model, which is one of the shortcomings of the model. The model is also a memoryless
mobility model. The selection of node speed and direction has no correlation with the
previous speed and direction, and it will move along a new route. At the same time, if the
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time interval or moving distance is too small, the nodes will basically move in a small area,
unable to traverse various states, resulting in the uneven spatial distribution of nodes. The
following is the relationship between the coordinates (xn, yn) of the node during the n-th
movement and the coordinates (xn−1, yn−1) during the n-1st movement:

xn = xn−1 + vn−1 cos θn−1 (1)

yn = yn−1 + vn−1 sin θn−1 (2)
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Figure 1. A node movement trajectory in RWP mobility model.

2.1.2. Gaussian–Markov Mobility Model

When the movement of a node is time-dependent, it means that the movement of the
node is governed by the laws of physical kinematics, and the movement of the current
moment is closely related to the movement of the previous moment. For example, the
current speed of a node depends on the speed of the previous moment, and in most cases,
the node moves along a given path. Gaussian–Markov (GM) [21] model was originally
proposed to implement the simulation of personal communication systems. GM models
can be used in networks to capture the correlation between the time and speed of nodes.

In this model, each node is initially assigned a velocity, including the value of velocity
v and direction θ. For every fixed time interval ∆t, the node updates the speed and direction
once, and this update is based on the previous update. The calculation formula is as follows:

vn = avn−1 + (1− a)v +
√

1− a2wv−1 (3)

θn = aθn−1 + (1− a)θ +
√

1− a2wθ−1 (4)

where v and θ are the mean values of the velocity and direction when n approaches infinity,
respectively; wv−1 and wθ−1 are two unrelated Gaussian random variables with a mean α

value of 0 and a variance of 1; and α is an adjustable parameter within the range of [0, 1]
to control the randomness of the nodes. By adjusting the value of α, the strength of the
node motion correlation can be adjusted. At the n-th time interval, the current position of
the node can be obtained using Formulas (1) and (2). The motion trajectory of the node is
shown in Figure 2.
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Figure 2. A node movement trajectory in GM mobility model.

The model effectively solves the phenomenon of the sudden turning of nodes in a
random mobility model, which is more in line with the movement of entities. However,
in GM, the speed of a node at any time interval is a dependent Gaussian variable of the
speed of the previous time interval, which makes it impossible to maintain the motion
trajectory in a straight line under certain parameters, and the entire simulation process
does not pause, which is inconsistent with the movement of UAVs in reality [3].

2.1.3. Reference Point Group Mobility Model

The reference point group mobility model [22] is one of the group models. In this
model, each group has a reference point (RP), and the path of group members’ movement
is determined by the RP. Each movement of group members is a random offset from the
RP. The RPGM model is the most commonly used group mobility model, composed of one
or more groups of nodes with a logical center. In the model, each group’s logical center’s
motion mode determines the entire group’s motion mode, including position, velocity,
direction, and acceleration. The positions of other nodes in the group will change with the
position of the logical center. The RPGM model can fully describe this movement trend of
nodes in a network. However, it still has the following drawbacks: When using a reference
point group mobility model, we need to master the information of all nodes. The drone
swarm network is distributed, and the network topology undergoes high-speed dynamic
changes. It is basically impossible to obtain all the information of nodes in the network [26].

The RPGM model is shown in Figure 3. A random value of velocity and direction
are generated for each node member of the group evenly at each time interval ∆t. The
movement of nodes in this model includes group movement and individual movement.
The movement of RP and the random movement of members constitute two parts of
individual movement. Generally, members are evenly distributed within a group, and each
member is assigned an RP to form a group for movement. Specifically, each node member

allows independent movement around the RP for each group. If the speed of RP is
→
VRP(n)

at time n, the speed of any of its member nodes is

→
Vmember(n) =

→
VRP(n) +

→
Rn (5)

where
→
Rn is a random vector offset of the member node relative to its RP, with a value

between [0, rmax]; rmax is the maximum offset distance defined; and the direction of
→
Rn

is a random value between [0, 2π]. The main application case of RPGM is the logical
relationship between officers and soldiers in military communications. This article selects
the RPGM model as a typical representative of the spatial dependency model.
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2.2. Mobility Indicator Design

As mentioned above, the primary task of establishing a mobility model is to provide
the mobility scenarios required for network simulation by correctly and reasonably describ-
ing the node mobility manners. Are there any differences in the scenarios provided by
different mobility models? What are the unique aspects? Does network performance vary
depending on how UAV nodes move? If so, how to measure its impact, and so on, all of
these issues involve correctly measuring and evaluating the motion of mobility models. The
speed of movement and communication radius of a node directly affects the establishment
of a communication link. During the movement of a single node, not only the movement
relationship between two nodes will change, but also the movement state of a single node
will affect the global connectivity and the structure of the graph. Therefore, our research
considers the motion relationship between nodes when describing the motion performance
of a mobility model. At the same time, the motion nodes in a network can be described as
points by using graph theory, the link between two nodes can be described as the edge, and
global connectivity characteristics of the network can be abstractly described as a graph.
By analyzing the graph’s characteristics, we also establish global motion characteristics
description indicators.

Firstly, we show the definitions and symbolic expressions of the following variables:

• Ÿ Node s is the source node, node d is the destination node for forwarding, and R is
the communication radius of the node.

• lx,y(t) indicates the Euclidean distance between node x and node y at time t.

•
→
Vx(t) represents the velocity vector of node x at time t; and

∣∣∣∣→Vx(t)
∣∣∣∣ represents the

velocity value of node x at time t.
• xx(t) represents the x coordinate of node x at time t; and yx(t) represents the y coordi-

nate of node x at time t.
• RD

(→
v x(t),

→
v y(t)

)
: the relative direction (RD), or cosine of the angle between two

velocity vectors, calculated by
→
v x(t),

→
v y(t)∣∣∣→v x(t)

∣∣∣∗∣∣∣→v y(t)
∣∣∣ .

• VR
(→

v x(t),
→
v y(t)

)
: the velocity ratio (VR) between two vectors, calculated by

min
{∣∣∣→v x(t)

∣∣∣, ∣∣∣→v y(t)
∣∣∣}

max
{∣∣∣→v x(t)

∣∣∣, ∣∣∣→v y(t)
∣∣∣} .

• Ÿ N: number of mobile nodes.
• Ÿ T: time of nodes motion duration.
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2.2.1. Spatial Dependency

We use spatial dependency (SD) to describe how much the movement of nodes is
affected by each other. It is the speed similarity of two nodes that are not too far apart,
which can be defined as follows:

Dspatial(x, y, t) = RD
(→

v x(t),
→
v y(t)

)
∗VR

(→
v x(t),

→
v y(t)

)
(6)

When node x and node y move in approximately the same direction and at almost
similar speeds, the value of Dspatial(x, y, t) is higher. However, if the ratio of relative
direction or speed decreases, the value of Dspatial(x, y, t) will decrease.

Since the motion of nodes rarely depends spatially on nodes that are farther away, the
following conditions are added:

lx,y(t) > α ∗ R⇒ Dspatial(x, y, t) = 0 (7)

As can be seen from [27], for a value of a = 2, Dspatial(x, y, t) can very clearly distinguish
different mobility patterns. The average value of Dspatial(x, y, t) at a specific time of a node
pair is calculated as follows:

Dspatial =
∑T

t=1 ∑N
x=1 ∑N

y=x+1 Dtemporal(x, y, t)

P
(8)

where P is the number of tuples (x, y, t) that make Dspatial(x, y, t) 6= 0. Therefore, if the
mobile nodes move independently of each other, the Dspatial(x, y, t) value of the mobility
model will be smaller. On the other hand, if node movements are coordinated by a central
entity or influenced by nearby nodes, making them move in similar directions and speeds,
the Dspatial(x, y, t) value of the mobility model will be higher.

2.2.2. Partitioning Degree

Partitioning degree (PD) is used to describe the probability that two randomly selected
nodes are not within the same connection component at a randomly selected time t. Because
the network topology is mostly connected during the movement process, that is, for any pair
of nodes, there is at least one fully connected path between them. In scenarios with more
intense movement, the network topology may be divided into several disconnected sub-
regions, and two nodes may locate in different sub-regions, causing network partitioning
and routing algorithms to fail to work properly.

Let G = (V, E) represent a graph of V nodes and E edges. There are k partitions
V1, · · · , Vk that V1 ∪V2 ∪··· Vk = V, and Vi ∩Vj = ∅, i 6= j. At time t, if two nodes x and y
lie in the same sub-region Vi, Pd = 0, x, y ∈ Vi; else, Pd = Pr[x ∈ Vi]Pr[y ∈ Vj], i 6= j.

2.2.3. Link Duration

The link duration (LD) is the link’s average duration between two nodes x and y. It is
a measure of link stability between nodes, which can be calculated as follows:

LD(x, y) =

{
∑T

t=1 C(x,y,t)
linkchange(x,y) linkchange(x, y) 6= 0

∑T
t=1 C(x, y, t) otherwise

(9)

In which C(x, y, t) is the indicator random variable which has a value of 1 if there is a
link between nodes x and y at time t, otherwise it is 0, and linkchange(x, y) is the number
of link changes for a pair of nodes x and y, which is the number of times the link between
them transitions from “down” to “up”.
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2.2.4. Relative Speed

The relative velocity between node x and node y is defined as v(x, y, t):

v(x, y, t) =
d
dt
(
nodex(xx(t), yx(t))− nodey

(
xy(t), yy(t)

))
(10)

The relative speed (RS) between any pair of nodes (x, y) is defined as the absolute
value of their relative velocity, which is taken as the average value over the time T for
measuring mobility. The formula is as follows:

RSnodex ,nodey =
1
T

∫
0≤t≤T

|v(x, y, t)|dt (11)

2.2.5. Path Availability

Path availability is a portion of the path availability time between two nodes x and y:

PA(x, y) =


∑T

t=start(x,y)
A(x,y,t)

T−start(x,y) T − start(x, y) > 0
0 otherwise

(12)

where A(x, y, t) is a random variable, such that if the path from node x to node y is available
at time t, its value is 1; otherwise, its value is 0. start(x, y) is the start time of communication
service between nodes x and y.

Average path availability is the average value across pairs of nodes that meet
specific conditions.

PA =
∑N

x=1 ∑N
y=x+1 PA(x, y)

P
(13)

In which P is the number of node pairs (x, y) that satisfy T − start(x, y) > 0.

2.3. Neural Network Architecture

BP neural network [20] is the most basic neural network, which can learn and store a
large number of input–output mapping relationships without revealing the mathematical
equations in advance. The learning process consists of two parts: forward propagation
of signals and backpropagation of errors. Its learning rule is to use the steepest descent
algorithm to continuously adjust the weights and thresholds of the network through
backpropagation to minimize the sum of square errors of the network. Due to the effective
function approximation ability of the BP neural network, we built a BPNN to map the
correlation between the five motion feature parameters of the mobility model defined in
Section 2.2 and network performance. The basic structure of the BP neural network is
shown in Figure 1. Our BPNN is composed of an input layer, three hidden layers, and an
output layer. Each neuron algebraically sums the weighted input and the threshold (offset)
vector to obtain its own output.

The input layer of the neural network is x = (x0, x1, x2, x3, x4), where x0, · · · , x4 are
five motion metrics designed in Section 2.2. The number of hidden layers in the BP neural
network used in our design is 3, and each layer contains 32, 48, and 16 neurons, respectively.
Finally, the number of neurons in the output layer is 8, y = (y0, y1, y2, y3, y4, y5, y6, y7),
where yi represents different network performance levels. Relu [28] activation function is
used between the input layer and the hidden layer, and LogSoftmax is used as the activation
function between the last hidden layer and the output layer.

For hidden layers, the input is

ij =
4

∑
i=0

wijxi + bj, j = 0, · · · n− 1 (14)
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where n is the number of neurons in the current layer, wij is the weight coefficient, and bj is the
bias coefficient. If the activation function is f(x) = ReLU, the output of this hidden layer is

oj = f (ij) (15)

Then oj continues to be propagated forward as input to the next hidden layer.
To avoid the overfitting problem of BPNN, different parameter combinations need to

be used to test and screen the best network model. Due to the different ranges of input
and output variables, it is necessary to standardize the values of the dataset by using the
normalization method to process input and output data. In addition, to ensure an accurate
evaluation of the classification ability of the constructed model, the dataset is randomly
divided into the training set and the validation set. Owing to the random partitioning of
the dataset, both the validation and training sets contain collected data under different
node motion states. Among them, the training set accounts for 80%, and the validation set
accounts for 20%.

3. Experiments and Settings

Our experiment is mainly divided into three parts. Firstly, the generation and record-
ing of node motion scenes are carried out in BonnMotion [29]. Based on this, mobility
data analysis is carried out to obtain the actual values of the five motion indicators of the
mobility model in different scenarios; secondly, Network Simulator 2 (NS2) [30] is used
to build a wireless network environment and conduct network performance tests. After
deploying the nodes and network architecture, we use the motion scene files generated in
the first step to test and record network performance in sequence by writing test scripts.
Finally, we design and implement the BPNN network proposed in Section 2.3, process the
obtained data accordingly, and input it into the neural network for training. The flowchart
of the entire process is shown in Figure 4 below.
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3.1. Experimental Settings and Data Preparation

The number of mobile nodes in our simulation is 40, and the movement area is a
rectangle area of 1 km * 1 km. The nodes use the above three movement models to move,
with a speed of 0–140 m/s with a 10 m/s speed interval. In order to reduce the impact
of randomness on the experiment, 60 random seeds are set for each model in the same
speed interval to randomize the parameters in the network, and the communication radius
of the nodes varies between 150 m and 290 m. Under Ubuntu 16.04 operating system,
a “.sh” script file is written in the Bonnmotion software directory to simulate the above
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motion scenario in batches. The command in .sh file: “/home/bonnmotion-3.0.1/bin/bm
-f GM_$m$h-$rr GaussMarkov -n 40 -d 500 -b -x 1000 -y 1000 -i 0 -b -g -m $m -h $h” is
used to generate the motion scenario of the Gaussian Markov model. “-n” represents that
there are 40 nodes; “-d” represents that the simulation time is 500 s; “-x, -y” is the range
setting of the simulation area; “m” is the lower limit of the speed interval, “h” is the upper
limit of the speed interval, and “rr” is the random seed variable. Then, the generated
mobility model files are converted into an NS2-usable mobility files using the command:
“/home/bonnmotion-3.0.1/bin/bmNSFile -f GM_$m$h-$rr”.

We tested and calculated the values of the parameters varying with the communication
radius in the speed range of 0–20 m/s, as shown in Table 1. Different parameters exhibit
different performances at the same motion speed and R. The trend of the same parameter
changing with radius R also varies across different motion models. At the same time, we
store and convert all the motion processes into NS2 motion files for subsequent network
performance simulation in the same motion scenario. Finally, the data of each speed and
index under unique random seed and communication radius are statistically recorded.

Table 1. Mobility parameters value of three mobility models.

Mobility
Models R Spatial

Dependency
Partitioning
Degree

Link
Duration

Relative
Speed

Path
Availability

GM

150 m −0.015215 0.79171 12.54591 17.91827 0.215451
170 m −0.012723 0.63871 14.25538 17.92939 0.3729329
190 m −0.009718 0.43584 16.08956 17.91865 0.5653631
210 m −0.008186 0.25967 18.04655 17.89447 0.7269393
230 m −0.006838 0.11843 20.15201 17.88892 0.8405965
250 m −0.006032 0.04717 22.04167 17.89431 0.9115855
270 m −0.005227 0.01758 24.07127 17.88145 0.9512641
290 m −0.004291 0.00908 25.84114 17.8526 0.975736

RWP

150 m −0.004837 0.5379 12.94823 339.91358 0.5918288
170 m −0.001533 0.28228 14.86327 340.65322 0.7765334
190 m 0.0005551 0.13087 16.88473 343.33133 0.8776451
210 m −6.69 × 10−5 0.05339 18.81895 345.42728 0.9371746
230 m 0.0008916 0.02679 20.92555 349.1127 0.9635666
250 m 0.0001047 0.01976 23.31782 352.91237 0.9766939
270 m 0.0006109 0.01021 25.76445 355.74068 0.9875341
290 m −0.000827 0.0042 28.50262 358.01649 0.9942976

RPGM

150 m 0.1529827 0.31306 28.54253 211.58224 0.7826548
170 m 0.1360633 0.27617 31.30638 218.66965 0.8334138
190 m 0.1243506 0.24576 34.05127 223.39237 0.8820463
210 m 0.1196804 0.20896 36.91552 228.24037 0.9156089
230 m 0.1149647 0.15945 40.39146 232.21462 0.9529495
250 m 0.1122537 0.12214 43.50398 236.51875 0.9714706
270 m 0.1093957 0.08126 47.21895 242.02399 0.9846366
290 m 0.107786 0.03047 51.25484 243.77849 0.990941

To evaluate the effect of mobility on the performance of network protocols, we carried
out simulations in the NS2 environment [30] with the wireless ad hoc networking extension.
The mobility patterns used were the same as mentioned above. The traffic pattern was
generated by the Cbrgen tool of NS2. The traffic consisted of 10 constant bit rate (CBR)
flows, of which the source–destination pairs were chosen at random. The data rate used
was 4 packets/s, and the packet size was 64 bytes. We evaluated the performance of
AODV [31] across this rich set of mobility models and observed that the mobility models
might drastically affect protocol performance which will be discussed in detail in the next
section. The network parameter settings are shown in Table 2 below.
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Table 2. Simulation parameter settings.

Simulation Parameter Value

Transmitter range 150 m–290 m
Bandwidth 2 Mbps
Simulation time 500 s
Number of nodes 40
Speed 0 m/s–140 m/s
Environment size 1000 m × 1000 m
Traffic type constant bit rate
Packet rate 4 packets/s
Packet size 64 bytes
Number of flows 10
Propagation model Friis loss model
Transmit power 7.5 dBm

We conducted network simulation and testing using the AODV protocol as an example
in the above scenario. Figure 5 displays the result of the network packet delivery ratio
obtained from the testing. Among them, we set up four groups for the RPGM model, as
the node contact between the groups is relatively close, the change in packet delivery rate
of RPGM is relatively small as the motion speed increases, and different communication
radii have a small impact on the network performance. GM and RWP’s packet delivery
rate decreases significantly with increasing speed and decreasing communication radius.
Finally, it can be seen that the packet delivery rate performance of this routing protocol
remains above 20%, so we divided the network performance levels with a 10% interval.
correspond in sequence to (100%, 90%], (90%, 80%], . . . , (30%, 20%].
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3.2. Training the Network

From the data construction, it can be seen that there are five input features, so the input
layer has five nodes. Moreover, there are eight categories of GM network performance;
therefore, the output layer has eight nodes. We initialized the parameters (weights, biases)
of the BP network. Through forward propagation calculation, that is, iterative calculation
from the input layer to the output layer, then predict the type of network performance and
compare whether the prediction is correct (calculate the deviation between the predicted
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value and the true value through the loss function, the smaller the deviation, the closer
the classification is to the truth; finally select the optimal parameter and save the neural
network model).

There are h (h = 3) hidden layers, and according to the forward propagation order,
the number of nodes in each hidden layer is denoted as m1, m2, · · · , mh; the outputs of
each hidden layer are y1, y2, · · · , yh; and the weight matrices of each layer are denoted as
w1, w2, · · · , wh, wh+1. The neural network framework is built based on PyTorch, and the
above neural network is implemented and trained on a CPU (AMD Ryzen 5600H with
Radeon Graphics 3.30 GHz). The following Algorithm 1 is the detailed process:

Algorithm 1 The proposed BPNN-based algorithm for the mobility model and network
performance evaluation method.

1. Initialization of neural network: random initialize weights and bias;
set batch size = 32 and learning rate = 0.004.
2. Input sample data with five features, x = (x1, x2, · · · , xn)

T , n = 5, and calculate the output for

each layer, yj = f
(

VT
j X
)

j = 1, 2, · · · , m Ok = f
(

wT
j Y
)

k = 1, 2, · · · , l.

3. Calculate loss: E = 1
2

p
∑

p=1

l
∑

k=1
(dp

k −Op
k )

2
.

4. Calculate loss signals for each layer:

δo
k = (dk −Ok)(1−Ok)Ok k = 1, 2, · · · , l δ

y
j =

(
l

∑
k=1

δo
k ωjk

)(
1− yj

)
yj j = 1, 2, · · · , m.

5. Adjusting the weight values of each layer:

ωjk ⇐ ωjk + nδo
k yi (k = 1, 2, · · · , l; j = 0, 1, · · · , m)

vij ⇐ vij + nδ
y
j xi (j = 1, 2, · · · , m; x = 0, 1, · · · , n) .

6. At the end of the iteration, save the optimal neural network parameters; otherwise, continue
with Step 2.
7. End.

4. Results and Analysis

Firstly, we simulated five motion indicators of three Mobility models and obtained
the following performance curves. The communication radius R varies between 150 m
and 290 m. Figure 6 shows that as the communication radius increases, the changing
trends of the five parameters are different. From Figure 6a, it can be seen that there is
no spatial correlation between GM and RWP, which is consistent with the conclusion
of [32]. The relative speed remains basically unchanged trend with the increase in node
communication radius. However, there are significant differences in this parameter among
the three mobility models: the GM with time dependence has the lowest relative speed
for a single node, as its motion is time-correlated; the RWP with completely independent
motion at each time interval has the highest relative velocity.

The above results show that the performance of the group mobility model RPGM
is superior to that of the individual mobility models RWP and GM. In this experimental
scenario, 40 motion nodes were divided into 4 groups with 10 nodes in each group, and 9
of them randomly moved around a central node. The nodes were relatively concentrated,
and the network’s connectivity performance was good. As the communication radius of
nodes increases, the sensing range of nodes becomes larger. The degree of the partitioning
of mobility models greatly decreases, available paths increase, and the link duration of
mobility models increases, with RPGM greater than RWP and GM. Because GM and RWP
nodes are independent of each other, the average spatial dependence of the two is much
smaller than that of the group mobility model RPGM which depends on the motion of the
head of the node group.
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Figure 6. Five motion indicators’ performance of three mobility models: (a) average spatial dependency
performance of three mobility models; (b) average relative speed performance of three mobility models;
(c) average link duration performance of three mobility models; (d) average path availability performance
of three mobility models; (e) average partitioning degree performance of three mobility models.

The above indicates that the parameters we selected are basically in line with the
motion characteristics of the nodes during the motion process, and the differences between
different models can also be reflected in the parameters. Next, we will start training and
testing the neural network. Firstly, we collected data from the GM model based on the
motion scenario set in Section 3.1. The data were normalized and input into the neural
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network. The performance of the training and validation sets during the neural network
training process is shown in Figure 7.
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Figure 7. The performance of the training and validation datasets during the BPNN training process:
(a) the performance of training loss and validation loss; (b) the performance of training accuracy and
validation accuracy.

As the number of training epochs increases, the loss of the test and validation sets
shows a decreasing trend and remains stable after 4300 epochs. The maximum value of
training accuracy was 93.19305%, and the maximum value of validation accuracy was
93.02666%. In order to verify the generalization of the model, we saved the network
parameters with the highest accuracy rate in the training process and then used different
motion speeds and random seeds to generate a batch of new GM mobility scenes. After
processing the data according to the above process, we used them as the test dataset. After
using the test data as the input of the neural network, the accuracy of network performance
classification is shown in Figure 8.
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Table 3 is the definition of the randomness and a completely independent confusion
matrix, where the initialisms correspond to the following:

Table 3. Confusion matrix of classification results.

Actual
Result

Predicted
Result

Positive Negative

Positive TP FN
Negative FP TN

True positive (TP) refers to the correct number of positive samples for classification,
which are predicted to be positive samples and are actually positive samples.

False positive (FP) refers to the number of negative samples mistakenly marked as
positive samples; that is, the actual number of negative samples predicted to be positive
samples, so they are false.

True negative (TN) refers to the correct number of negative samples for classification,
which are predicted to be negative samples and are actually negative samples.

False negative (FN) refers to the number of positive samples mistakenly marked as
negative samples; that is, the actual number of positive samples predicted to be negative
samples, so they are false.

TP + FP + TN + FN: total number of samples. TP + FN = P: the actual number of
positive samples. FP + TN = N: actual negative sample count. TP + FP: the total number of
positive samples predicted, including correct and incorrect predictions. TN + FN: the total
number of negative samples predicted, including correct and incorrect predictions.

The indicators below are often used to evaluate the classification performance
of classifiers:

• Ÿ Precision: the ratio of the number of samples correctly identified as P to the total
number of samples identified as P. In terms of the determined results, this parameter
can serve as a basis for determining classification accuracy, reflecting the ability of the
neural network to “find the right” positive samples.

P =
TP

TP + FP
(16)

• Ÿ Recall: the ratio of the number of samples correctly classified as P to the total number
of real P-class samples. In terms of real samples, this parameter can determine the
comprehensiveness of neural networks in sample classification.

R =
TP

TP + FN
(17)

• Ÿ Specificity: the proportion of samples classified to be correct among all negative
samples, which measures the neural network’s ability to recognize negative samples.

S =
TN

FP + TN
(18)

The following Table 4 is the performance of three indicators of each category on the
test dataset. It can be seen that the trained neural network also performs well on the
new data set. The classification accuracy can reach 87.2%, which verifies the feasibility of
our idea.
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Table 4. Three indicators of classification performance.

Network
Performance Label Precision Recall Specificity

0 0.783 0.9 0.995
1 0.914 0.855 0.995
2 0.837 0.806 0.978
3 0.835 0.868 0.942
4 0.895 0.87 0.957
5 0.902 0.925 0.972
6 0.806 0.806 0.996

Following the above experimental process, the RWP and RPGM models were sub-
jected to the same experiment, and their performance on their respective test datasets was
as follows:

From Figure 5, it can be seen that the overall network performance of RPGM is rela-
tively good. Therefore, in the aforementioned motion scenario, the network performance
labels are set to 3 categories: 0, 1, and 2. According to Figure 9, the trained neural network
for RWP has the lowest accuracy, approximately 84%, with greater randomness and a
completely independent node motion pattern. From Figure 10, it can be seen that even if
the number of network classifications (label types) is changed, good classification perfor-
mance can still be maintained. The classification accuracy of RPGM for the test dataset is
87.407%, further verifying the reliability of network performance classification based on
our proposed five indicators for describing motion performance.
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Considering the cost issue, researchers are unable to construct actual unmanned aerial
vehicle (UAV) networks every time to obtain operational data. It is also difficult to deploy
truly controllable UAV mobile networks for performance evaluation. Therefore, in most
cases, network planning can only be achieved through simulation platforms. During this
process, the choice of the mobility model will directly affect the rationality of network
planning and ultimately affect the performance of network information transfer. Moreover,
the selection of simulation experiment parameters for nodes’ mobility models also has a
significant impact on research results. It can be seen that research on mobile models has
extremely important practical significance and application value for the development of
UAV wireless network systems. Under different node mobility models, the performance of
the same routing protocol varies significantly, so it is crucial to select an appropriate node
movement model when conducting UAV routing protocol research.

5. Conclusions

In this study, we use BPNN to explore the relationship between the motion char-
acteristics of mobile nodes and the performance of routing protocol in mobile ad hoc
networks. The BP neural network is trained by extracting five indicators that describe the
relationship of node-to-node and node–global characteristics. The trained model exhibits
good network performance classification accuracy on new datasets with different motion
features (different speed range and communication radius), which verifies the correctness
of the proposed idea, and provides a certain basis for the improvement and optimization of
subsequent routing protocols. Our method also can help the selection of mobility models
and routing protocols in different motion scenarios, which will have the ability to avoid a
large number of repeated experiments to obtain relevant network performance. By using
trained neural networks, the low or good performance of routing protocols under different
mobility models can be determined, which can assist in the selection of drone network
mobility models in practical application scenarios. The mobility characteristics of nodes
have a significant impact on the network topology. The selection of mobility models and
their parameters have a significant impact on the simulation results obtained. Therefore,
the design and research of mobility models are the foundation for the development and
application of various protocols and technologies in UAV networks. It will help us have a
better analysis of UAV network performance and potential problems, thereby promoting
the specific implementation and performance improvement in UAV networks. Given the
unique nature of drone communication nodes, most existing research is based on simula-
tion. Therefore, the evaluation of network performance under a reasonable drone node
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mobility model is truly reliable. Our work can provide an important basis for the selection
of mobility models and the setting of various model parameters in drone networks. In
future work, the dynamic graph neural network is planned to be used to model the mobile
nodes so as to analyze the time-varying mobility characteristics and network performance
of the network at a more fine-grained level, which can also have the ability to obtain the
correlation relationship and importance level between various indicators.
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