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Abstract: Traditional multi-access edge computing (MEC) often has difficulty processing large
amounts of data in the face of high computationally intensive tasks, so it needs to offload policies to
offload computation tasks to adjacent edge servers. The computation offloading problem is a mixed
integer programming non-convex problem, and it is difficult to have a good solution. Meanwihle,
the cost of deploying servers is often high when providing edge computing services in remote areas
or some complex terrains. In this paper, the unmanned aerial vehicle (UAV) is introduced into
the multi-access edge computing network, and a computation offloading method based on deep
reinforcement learning in UAV-assisted multi-access edge computing network (DRCOM) is proposed.
We use the UAV as the space base station of MEC, and it transforms computation task offloading
problems of MEC into two sub-problems: find the optimal solution of whether each user’s device
is offloaded through deep reinforcement learning; allocate resources. We compared our algorithm
with other three offloading methods, i.e., LC, CO, and LRA. The maximum computation rate of our
algorithm DRCOM is 142.38% higher than LC, 50.37% higher than CO, and 12.44% higher than LRA.
The experimental results demonstrate that DRCOM greatly improves the computation rate.

Keywords: multi-access edge computing; deep reinforcement learning; computation offloading

1. Introduction

With the rapid development of mobile communication technology, the number of
Internet users has exploded, and people have a higher pursuit: everything is connected,
which is the Internet of Things (IoT) [1]. The IoT is essentially an extension on the basis of
the Internet that combines various information sensing devices with the network to form a
huge network to realize the interconnection of people, machines, and things at any time
and any place. Nowadays, IoT has been applied to intelligent transportation, smart homes,
and other fields [2]. However, as users have higher and higher requirements for IoT devices,
the computing power of some IoT devices have difficulty processing a large amount of data.
At the same time, there are also hidden dangers in real-time, energy consumption, and data
security. In order to solve these problems, mobile edge computing comes into being.

In 2017, mobile edge computing officially changed its name to multi-access edge
computing (MEC) [3]. It can deploy tasks that require high-density computing, large traffic,
and low latency nearby to meet customers’ multiple requirements for security, speed, and
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reliability [4]. Additionally, it can generally be regarded as a cloud server running at the
edge of the mobile network and running a specific task. Since the MEC is very close to the
user or information source geographically, the delay of the network responding to the user
request is greatly reduced, and the possibility of network congestion in the transmission
network and core network is also reduced. In traditional multi-access edge computing,
servers are mostly deployed in ground base stations [5]. In some remote areas with complex
landforms, the cost of deploying servers is often higher than the revenue. When we carry
out wilderness rescue and geological exploration, it is hard to apply MEC technology.

The cost of deploying servers is often high when providing edge computing services
in remote areas or some complex terrains. An unmanned aerial vehicle (UAV) is a kind
of unmanned aerial vehicle controlled by radio remote control equipment and program
control device. In the present era, it has been applied to highway surveillance, post-disaster
search and rescue, military, and other fields [6]. As shown in Figure 1, because of its small
size, low cost, ease of use, and high mobility, it can be applied to MEC as an aerial base
station, which can receive computationally intensive tasks offloaded from user devices. In
this paper, we consider that the offloading policy of user devices is binary, either computing
locally or offloading computing tasks to adjacent edge servers [7]. In general, the quality of
service of the system depends, to a certain extent, on the optimal offloading policy. Due
to its binary characteristics, this kind of problem is usually expressed as a mixed integer
programming (MIP) problem, which is an NP-hard problem. It is generally solved by the
branch and bound method [8], cut plane method [9], and heuristic algorithm [10]. The first
two methods have extremely high computational complexity in the face of large-scale MEC
networks, and the results obtained by the heuristic algorithm are sometimes unsatisfactory.
In order to solve these problems, scholars have introduced deep reinforcement learning
into MEC to make offloading policies in recent years. The contributions of this paper are
as follows:

• UAV is introduced into traditional multi-access edge computing, due to the character-
istics of being easy to use and having low cost. We can use it as a server to provide
edge computing services in remote areas or some complex terrains.

• A computation offloading method based on deep reinforcement learning in UAV-
assisted multi-access edge computing network (DRCOM) is proposed. In order to
maximize the computing rate, deep reinforcement learning is used to find the optimal
solution of whether each user device performs computation offloading.

• We transform the computation offloading problem into two sub-problems: computing
offloading policy problem and resource allocation problem. It transforms a MIP
problem into a complex problem, which reduces computational complexity.

The rest paper is structured as follows: related work is introduced in Section 2, in-
cluding multi-access edge computing and UAV-assisted multi-access edge computing. Our
model and problem description is introduced in Section 3. We first introduce local comput-
ing and computation offloading and then propose the optimization objective. In Section 4,
we introduce the overall deep reinforcement learning model, followed by the generation
and updating of offloading action. Additionally, we carry out the experiment and analyze
the experimental results in Section 5. In Section 6, we summarize the conclusions and
propose directions for future work.
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Figure 1. UAV-assisted multi-access edge computing model.

2. Related Works

In this section, the research related to multi-access edge computing and UAV-assisted
mobile edge computing is introduced.

Multi-access edge computing is at the intersection of the wireless network edge and
the infrastructure edge, where the mobile network and the Internet meet and deliver data
traffic [11]. It shares the same goal as edge computing: offloading the computing power
closer to where data is generated and decisions are made for faster, more efficient responses.
By placing traditional digital infrastructures close to mobile networks, MEC enables tele-
com operators to provide substantial improvements in performance and latency reduction
for mobile communications, games, video streaming, and the Internet of Things [12]. All of
these are achieved through the combination of wireless networks and traditional Internet
infrastructure. MEC technologies mainly include four types: server placement technology,
resource allocation, computation offloading technology, and mobility management technol-
ogy [13]. The server placement technology mainly studies how to select the best placement
position of the server to make the system performance optimal. The resource allocation
and computation offloading technology mainly focuses on the joint management of the
system’s computing resources, storage resources, and communication resources and makes
offloading decisions to achieve the expected goal. In the aspect of mobility management
technology, more consideration is given to the mobility of the user device and whether to
perform task offloading when the user device moving in different cells [14].

This paper mainly focuses on the computation offloading problem in MEC, which
is usually formulated as a convex optimization problem in most research. Ren et al. [15]
focused on the problem of minimizing the delay in the mobile-edge computation offload-
ing system. For the partial compression offloading model, they transformed the original
problem into a piecewise convex problem, and proposed an optimal resource allocation
scheme based on the subgradient algorithm. Chang et al. [16] proposed a joint computation
offloading and radio and computation resource allocation algorithm based on Lyapunov
optimization. By minimizing the derived upper bound of the Lyapunov drift plus penalty
function, the main problem was divided into several sub-problems, which were addressed
separately in pursuit of the minimization of the energy consumption of the system under
consideration for each time slot. Zhao et al. [17] proposed a privacy-preserving computa-
tion offloading method based on privacy entropy. First, privacy entropy was proposed as a
quantitative analysis metric because of the task offloading frequency characteristics of user
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computation tasks. Then, privacy constraints were introduced into the existing offload-
ing decision model, and a privacy-preserving offloading decision model was established.
Finally, they solved the offloading decision, which satisfied the privacy constraints and op-
timal energy consumption goals based on the genetic algorithm, used the optimal decision
to train the artificial neural network parameters. Additionally, the trained neural network
was used to adjust the impact of privacy, energy consumption, and delay constraints.

Jeong et al. [18] studied a UAV-based mobile cloud computing system that deployed
computation offload capability for UAV. For the uplink and downlink transmissions re-
quired for the offloading procedure, two types of access schemes are considered, namely
orthogonal access and non-orthogonal access. They introduced successive convex approxi-
mation strategies to solve the problem of jointly optimizing the bit allocation for uplink and
downlink communications, as well as the computation at the UAV, which achieves total
mobile energy consumption minimization. Kim et al. [19] proposed an optimal task-UAV-
mobile edge server matching algorithm based on the Hungarian algorithm, which took into
account the energy consumption and processing, latency times in the mobile edge server,
and the location of the UAVs, tasks, and mobile edge server. In order to reduce the energy
consumption of the UAVs when they were moving, they not only considered the current
position of the UAVs, but also the position the UAVs returned. Zhang et al. [20] proposed a
new optimization problem formulation, which aims to minimize the total energy consump-
tion by optimizing bit allocation, slot scheduling, power allocation, and UAV trajectory
design. The energy included communication-related energy, computing-related energy, and
drone flight energy. Since the formulation problem was non-convex, it was difficult to find
the optimal solution. They solved the problem in two parts and obtained an approximate
optimal solution by the Lagrangian dual method and the successive convex approximation
technique, respectively. Liu et al. [21] proposed an optimization problem to jointly optimize
the CPU frequencies, the offloading amount, the transmit power, and the UAV’s trajectory,
in order to minimize the total energy required for UAVs in UAV-assisted MEC systems.
Since the problem was non-convex, they used an algorithm based on successive convex
approximation to solve the problem. However, it had high computational complexity, so
an algorithm based on decomposition and iteration was proposed.

3. Problem Description and Modeling

In this paper, we focus on the problem of computation task offloading policies for
UAV-assisted MEC. We need to pay attention to the fact that the UAV is equipped with
a server, and our research content is the MEC assisted by a single UAV. In fact, there is
more than one user device connected to a UAV in an area. We use a set U to represent
the set of user devices: U = {1, 2, ..., N}, where the user devices are all connected to the
UAV through the wireless network. The UAV can broadcast radio frequency energy to user
devices, each of which is powered and can store the received energy. The wireless power
transmission (WPT) and computation offloading are carried out in the same frequency
band. In order to avoid mutual interference between the WPT and computation offloading,
all circuits use time-division multiplexing circuits. Assuming that the computation power
of the UAV is higher than that of the connected user devices, the user devices can offload its
computation tasks to the UAV facing with computationally intensive tasks. We represent
the user device’s offloading policy as a binary policy, either offloading to the UAV or
performing local computations. We use the symbol fi to represent the policy of the ith user
device, where i ∈ N. If fi = 1, it means that the computation task is offloaded to the UAV.
If fi = 0, the computation task of the user devices is computed locally. The system time is
divided into continuous times of equal length T. We will introduce the whole process from
two aspects: local computing and computation offloading.
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3.1. Local Computing

The user devices may choose to perform local computing, which can harvest energy
and perform computation tasks concurrently [22]. The energy harvested by the ith user
device Ei can be given by:

Ei = ehiPxT, (1)

where e is the efficiency of energy harvesting and e ∈ (0, 1). P is the transmit power of the
UAV. hi is the wireless channel gain between the UAV and the ith device within T time. xT
is the length of time for WPT within T time, and x ∈ (0, 1) [23].

The energy consumption of the user device during T time is kc3T, where k is the
energy efficiency coefficient [24] and c refers to the computing speed of the processor. In
general, it should be less than or equal to the harvested energy, so we have:

kc3T ≤ Ei. (2)

In order to maximize the local computing power of the user devices, we assume that
they used up all the harvested energy. So we have:

kc3T = Ei, (3)

so we can deduce c = ( Ei
kT )

1
3 .

Thus, the local computation rate RL,i(x) can be given by:

RL,i(x) =
cti
φT

=
( Ei

kT )
1
3 T

φT

=
(Ei)

1
3

k
1
3 T

1
3 φ

=
(eP)

1
3

φ
(

hi
k
)

1
3 x

1
3

= µ(
hi
k
)

1
3 x

1
3 ,

(4)

where µ = (eP)
1
3

φ , and cti
φ refers to the number of bits processed by the user device. What

we consider is that the user device makes full use of the T time period, so ti = T.

3.2. Computation Offloading

We define the time taken for ith user device computation offloading as yiT, where
yi ∈ [0, 1] and i ∈ N. Due to the limitation of its circuit, the user devices can only offload
the task to the UAV after harvesting energy. Assuming that the computing speed and
transmission power of the UAV are much greater than that of the user device [25], the time
of the UAV on computation offloading and downloading can be ignored, and each time
frame is only occupied by WPT and computation offloading. So we have:

N

∑
i=1

yi + x ≤ 1. (5)

In order to maximize the computing speed, the user devices will try to use up the
energy that is harvested during offloading, so the offloading power of the user devices pi is
denoted as:

pi =
Ei

yiT
. (6)
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Accordingly, the computing rate of the user device is equal to its data offloading
capability, so we have:

RO,i(x, yi) =
Byi
vu

log2(1 +
ePx(hi)

2

yiPN
), (7)

where RO,i(x, yi) is the data offloading capability, B is the bandwidth of the link, and PN is
the noise power [26].

3.3. Optimization Objective

We assume that only hi among the previously mentioned parameters changes over
time, and the other parameters are fixed. Therefore, the weighted sum computation rate of
MEC in T time frame is expressed as:

C(h, f , y, x) =
N

∑
i=1

wi((1− fi)RL,i(x) + fiRO,i(x, yi)), (8)

where wi denotes the weight assigned to the computing rate of the ith device.
During the task offloading process, a faster computation rate means the higher the

efficiency. Therefore, the optimization objective OPT is expressed as follows:

OPT(h) = max C(h, f , y, x) (9)

subject to
N

∑
i=1

yi + x ≤ 1, (10)

x ≥ 0, (11)

yi ≥ 0, (12)

fi ∈ {0, 1}, (13)

∀i ∈ N. (14)

The optimization problem is a mixed integer programming non-convex problem,
which is NP-hard. However, once fi is given, OPT can be transformed into a convex
problem, as follows:

OPT(h, f ) = max C(h, f , y, x) (15)

subject to
N

∑
i=1

yi + x ≤ 1, (16)

x ≥ 0, (17)

yi ≥ 0, (18)

∀i ∈ N. (19)

Therefore, we can divide OPT(h) into two sub-problems: computation offloading
policy problem and resource allocation problem:

• Computation o f f loading policy. Each user device has two options: local computing
or offloading the computation task to the UAV, so there are 2N cases. In this paper, we
use the deep reinforcement learning algorithm to decide the computation offloading
policy, which can achieve better results in a shorter time.

• Resource Allocation. After solving the computation offloading policy problem, fi is
already a fixed value, and the problem is transformed into a convex problem, which
can be solved efficiently. Table A1 summarizes the notations commonly used in
this section.
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4. Deep Reinforcement Learning Based Computation Offloading in UAV-Assisted MEC

In this section, we describe the computation offloading algorithm based on deep
reinforcement learning in UAV-assisted MEC in detail. Our optimization objective is to
maximize the weighted sum computation rate of MEC. From the above derivation, we
divide the optimization objective into two sub-problems. First, deep reinforcement learning
is used to solve the computation offloading decision-making problem of user devices and
determine fi, and then we allocate resource to determine the time spent on WPT and
computation offloading in each time frame.

4.1. Offloading Action Generation

As shown in Figure 2, we observe the channel gain at time t. When t = 0, the
weights in the deep neural network are randomly initialized according to the normal
distribution with mean 0. Due to the approximation principle of neural network, ReLu,
whose output is expressed as f (x) = max(0, x), is used here as the activation function of
hidden layer [27]. Sigmod activation function is used in output layer, whose output is
expressed as S(x) = 1

1+e−x , and it can make offloading action between (0,1) [28]. Then, we
perform decision concretization on the trained vt, mapping it into a binary decision:

ft =

{
1, vt > 0.5,
0, vt ≤ 0.5.

(20)
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Figure 2. Deep reinforcement learning model.

We bring the obtained offloading policy into the OPT(h, f ) problem, solve the complex
problem, and find its optimal value. The offloading action ft

∗ at this time is expressed as:

ft
∗ = argmax OPT(ht, ft). (21)

4.2. Deep Reinforcement Learning

Deep reinforcement learning combines deep learning and reinforcement learning to
demonstrate powerful learning capabilities in the field of artificial intelligence, which is
mainly used to solve high-dimensional spatial tasks [29]. It mainly consists of five elements:
agent, environment, reward, state, and action. The agent, which is generally composed of a
neural network, performs new actions in the environment after training. The environment
will feed back rewards to the agent, and the agent will update its state accordingly [30]. As
shown in Figure 2, our computation offloading policy employs deep reinforcement learning
to make decisions.

The algorithm mainly consists of two processes: offloading action generation and
offloading action update. The generation of offloading action depends on the deep neural
network. At the time point t, the deep neural network takes the channel gain ht as input,
obtains the current offloading policy, and outputs the offloading action vt after training.
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After that, we quantify vt relaxation action into binary offloading actions ft, bring it into the
problem OPT(ht, ft), and select an optimal offloading action in the optimization problem.
We use argmax(ht, ft

∗) to represent this step. MEC performs the offloading action ft
∗ to

get the reward OPT(ht, ft
∗) and add the newly acquired state action (ht, ft

∗) to the replay
memory. Then, a batch of training samples is extracted from the replay memory to train
the deep neural networks (DNN) in the policy update phase of the t time frame [31], and
the DNN updates the parameters accordingly. We use the new offloading policy in the next
time frame to generate new offloading decisions based on the new channel ht+1 observed.
We iterate the model repeatedly, and the policy of the DNN is gradually improved.

4.3. Offloading Action Updates

We use the replay memory technology to train the deep neural network, which reduces
the correlation of samples and greatly improves the performance and stability of network
training. At time t, we put the obtained state action (ht, ft

∗) into the replay memory. Since
the memory is limited, the newly generated sample data will replace the oldest data sample
when the memory is full. We define ξ as the training interval. Every ξ time frames, we
randomly select a batch of training data samples from the memory for training. The Adam
algorithm [32] is used to optimize the parameters (weights of neurons in the hidden layer)
in the deep neural network. The pseudo code of the DRCOM algorithm is shown in
Algorithm 1.

Algorithm 1 Deep reinforcement learning training process

Input: Wireless channel gain ht;
Output: Offloading policy ft

∗, optimal resource allocation at time t;
1: Initialize the parameters of the DNN, set the number of iterations K and training

interval ξ, empty memory;
2: for t = 1, 2, ..., K do
3: Randomly generate an offloading strategy v0 according to a normal distribution

with a mean of 0;
4: Generate binary offloading decision ft by (20);
5: Put ft into OPT(h), calculate OPT(ht, ft) by (15);
6: Find the optimal allocation and output ft

∗;
7: Add (ht, ft

∗) to memory;
8: if K mod ξ = 0 then
9: Uniformly sample (ht, ft

∗) from the memory;
10: Train the DNN and update the parameters with the Adam algorithm;
11: end if
12: end for
13: return the candidate substrate nodes;

5. Performance Evaluation

In this section, we will introduce the details of our simulation experiments to demon-
strate the performance of the proposed algorithm.

5.1. Simulation Environment and Parameters

All experiments were performed on Core i5-8300H 2.3 GHz CPU and 16GB computers.
In this experiment, we use Powercast TX91501-3W as an energy emitter to simulate the user
device and set the energy harvesting efficiency to 0.51. The distance from the UAV to the
user device is represented by a uniform distribution. The average channel gain follows the
free-space path loss h = Ad(

3·108

4π fcdi
)de , where Ad = 4.11 is the antenna gain, fc = 915 MHZ

is the carrier frequency, and de = 2.8 is the path loss exponent. It is assumed that the
channel gain remains constant within one time frame and changes independently between
different time frames. Our deep neural network consists of an input layer, two hidden
layers, and an output layer.
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We implement our algorithm with tensorflow, setting the number of user devices to
30, the training batch size to 128, memory size to 1024, and the learning rate and training
interval of the Adam optimizer to 0.001 and 5 respectively. Here, we explain that all the
parameters are set according to the experiments we conducted. In order to make the article
not too long, we did not describe the experiments about memory size and training batch
size in detail in the article. We explained in Section 5.2 why the learning rate and training
interval are set to 0.001 and 5, respectively. There are a total of 30,000 sets of data, which
were split into separate training and testing datasets with a ratio of 8:2.

5.2. Experimental Results and Analysis

In order to see the training situation of the computation rate more clearly, we define
the normalized calculation rate R ∈ [0, 1] as follows:

R =
OPT(ht, ft)

max ft∈{0,1}N OPT(ht, f ∗t )
. (22)

The training time is generally between 2 and 3 minutes. As shown in Figure 3, the
training loss gradually decreases and stabilizes at 0.05 as time goes by. With the continuous
training of our deep neural network, the training loss decreases, which also means that our
model training effect is getting better and better. At the same time, it means our algorithm
automatically updates its offloading policy and converges to the optimal solution.

Figure 3. Training losses for DRCOM algorithm.

The normalized computation rate R in the training process is shown in Figure 4,
and the light blue part in the background is the maximum and minimum normalized
computation rate at this time point. It can be seen from Figure 4 that the normalized
computation rate gradually rises and converges to 1 when time frame is large.
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Figure 4. Normalized computation rates for DRCOM algorithm.

We further studied the effect of different algorithm parameters for the Adam optimizer
on the experimental results, including the learning rate and training intervals. We set the
number of iterations to 10,000 and calculate the average of the normalized computation rate
every 400 times. First, we set the learning rates to 0.1, 0.01, 0.001, and 0.0001, respectively.
As shown in the Figure 5, the curve oscillates and then stabilizes. We can see that the curve
with the learning rate of 0.001 is more stable and becomes stable earlier than the other
curves. Therefore, our experiment used an Adam optimizer with the learning rate of 0.001.

Figure 5. Average of R at different learning rates.

As shown in the Figure 6, we study the effect of different training intervals on the
experimental results. We set the training intervals to 5, 10, 50, and 100, respectively. The
experimental results show that the average of the normalized calculation rate increases
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gradually and then tends to 1 gradually. When the training interval is 5, the rate tends to
1 faster and is more stable, while the average of the normalized computation rate is not
stable when the training interval is 10 and 50. When the training interval is 100, the curve
tends to 1 at a slower rate. Therefore, we set the training interval in the experiment to 5, in
order to accelerate our algorithm to converge better and faster.

Figure 6. Average of R at different training intervals.

To demonstrate the superiority of our algorithm, we compare our algorithm DRCOM
with the following three offloading methods:

• Local computing (LC). All user devices perform local computation, i.e., each fi = 0.
• Computation offloading (CO). All user devices offload computation tasks to UAV, i.e.,

each fi = 1.
• Linear relaxation algorithm (LRA). fi is relaxed to be a real number between 0 and 1,

fi ∈ [0, 1]. Then, the problem OPT changes into a convex problem related to fi, and
we use the CVXPY convex optimization toolbox to solve it [24]. After obtaining the
solution of fi, we have:

fi
∗ =

{
1, fi > 0.5,
0, fi ≤ 0.5.

(23)

As shown in the Figure 7, we compared the maximum computation rate of our
algorithm with the other three methods. According to quantitative analysis from the
experimental results, the maximum computation rate of our algorithm DRCOM is 142.38%
higher than method LC, 50.37% higher than method CO, and 12.44% higher than method
LRA. We can see that our algorithm performs the best, followed by LRA. These two
methods are far better than LC and CO, and the experimental results of LC are the worst. It
further proves the importance of computation task offloading, which aims to increase the
computation rate.
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Figure 7. Maximum computation rate of four methods.

6. Conclusions and Future Work

In this paper, a computation offloading method based on deep reinforcement learning
in UAV-assisted multi-access edge computing network (DRCOM) is proposed, which uses
UAVs as aerial base stations. Faced with the problem of high computation-intensive tasks,
which are often difficult to handle in the multi-access edge computing network, we carry
out computation policy offloading in the network. Since this problem is NP-hard, we divide
it into two sub-problems. Deep reinforcement learning is used to solve the problem of the
computation offloading policy, and then we allocate resources to pursue high computing
rate. Another three offloading methods are used to compared with DRCOM, and the exper-
imental results demonstrated that the maximum computation rates of DRCOM are 142.38%,
50.37%, and 12.44% higher than the other three methods LC, CO, and LRA, respectively. It
means that all user devices that perform local computing or computation offloading have
poor performance. Additionally, the algorithm DRCOM using deep reinforcement learning
has the highest computation rate.

In the future, we also need to consider the mobility of user devices in UAV-assisted
multi-access edge computing networks. In some practical situations, the user device is
mobile. So, our proposed method may not be suitable for mobile user device scenarios.
For mobile user device, we can propose a new framework and use mobility management
technology to solve it. In this paper, we regard the computation offloading policy of the
user device as a binary, which can only perform local computing or offloading. When the
number of user devices is large, this binary policy will greatly bring bandwidth pressure to
the network, so we can consider partial computation offloading in future work.
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Appendix A

Table A1. Notations.

Notation Definition

U the set of user devices
fi offloading policy of the ith device
Ei the energy harvested by the ith user device
e the efficiency of energy harvesting
P the transmit power of the UAV
hi the wireless channel gain between the UAV and the ith device
xT the length of time for WPT within T time
k the energy efficiency coefficient
c the computing speed of the processor
RL,i(x) the local computation rate
cti
φ the number of bits processed by the user device

yiT the time taken for ith user device computation offloading
pi the offloading power of the user devices
RO,i(x, yi) the data offloading capability
B the bandwidth of the link,
PN the noise power
C(h, f , y, x) the weighted sum computation rate
wi the weight assigned to the computing rate of the ith device.
OPT the optimization objective
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