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Abstract: As a modern technological trend, unmanned aerial vehicles (UAVs) are extensively em-
ployed in various applications. The core purpose of condition monitoring systems, proactive fault
diagnosis, is essential in ensuring UAV safety in these applications. In this research, adaptive health
monitoring systems perform blade balancing fault diagnosis and classification. There seems to be
a bidirectional unpredictability within each, and this paper proposes a hybrid-based transformed
discrete wavelet and a multi-hidden-layer deep neural network (DNN) scheme to compensate for it.
Wide-scale, high-quality, and comprehensive soft-labeled data are extracted from a selected hovering
quad-copter incorporated with an accelerometer sensor via experimental work. A data-driven intel-
ligent diagnostic strategy was investigated. Statistical characteristics of non-stationary six-leveled
multi-resolution analysis in three axes are acquired. Two important feature selection methods were
adopted to minimize computing time and improve classification accuracy when progressed into
an artificial intelligence (AI) model for fault diagnosis. The suggested approach offers exceptional
potential: the fault detection system identifies and predicts faults accurately as the resulting 91%
classification accuracy exceeds current state-of-the-art fault diagnosis strategies. The proposed model
demonstrated operational applicability on any multirotor UAV of choice.

Keywords: UAV; fault diagnosis; discrete wavelet transform; deep neural network

1. Introduction

This paper proposes an innovative method for diagnosing faults in unmanned aerial
vehicles to monitor drone health parameters and detect their units’ technical conditions.
This technique can be incorporated into real-time control systems directly embedded in a
small unmanned aerial vehicle and remote-control systems that generate a control action
via satellite-tracking networks.

Generally speaking, testing fault diagnosis models on small UAVs can avoid catas-
trophic circumstances, save time, and ease affordability. Vibration-based fault diagnosis
models and techniques for helicopters have recently emerged. The faults of the gear
transmission of a specific military helicopter were diagnosed based on the vibroacoustic
technique in [1]. In contrast, the vibration signals for fault diagnosis in a planetary gear
train of a helicopter were employed by the authors of [2]. Therefore, and due to the similar-
ity of the operational concept in multirotor UAVs and helicopters, improvements to the
fault diagnostic model for multirotor UAVs have emerged in recent studies.

Individuals, businesses, and the government increasingly use UAVs for various objec-
tives. Despite this being favorable, UAVs face the same physical threats as airplanes and
unmanned technologies. Given the continuously expanding quantity of UAVs, these threats
are becoming more plausible. There are security hazards in addition to system failures.
UAVs are often operated remotely, thus, this opens the door to cyberattacks. Drones are
susceptible to cyberattacks. However, real-time fault diagnosis embedded systems can
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compensate for this. Drone communications’ security challenges, potential threats, strikes,
and prevention methods, were investigated by [3]. The drones’ communication protocol
security analysis was also addressed in [4].

The ever-expanding spectrum of applications for unmanned aerial vehicles (UAVs),
such as volcano monitoring [5], detection of rare earth elements [6], building inspecting [7],
and firefighting [8], is leading to the development of more complex systems. The higher the
complexity of the UAV, the more likely a component may fail. Because drones often operate
close to humans, the dependability of flying robots, which directly influences the degree of
safety, is becoming more critical. Reliability and high safety are essential for autonomously
operated flying robots, particularly in transportation and entertainment applications. New
strategies for sensor data set fusion, fault diagnosis, fault-tolerant estimation, and fault-
tolerant management have obtained recent field-of-study attention. Thus, recent studies
have reviewed current and previous fault diagnosis approaches in UAVs [9]. Moreover,
Table 1 lists selected studies employing machine learning (ML), deep learning (DL), and
signal processing approaches on UAVs.

Table 1. Selected existing studies employing machine/deep learning and signal processing methods.

Ref. Utilized Machine/Deep Learning and Signal
Processing Approach UAV Type

[10]
Signal Analysis based on Chaos using Density of

Maxima (SAC-DM) and Fast Fourier
Transform (FFT)

Brushless Direct Current (BLDC) motors’ behavior
in a drone

[11] Novel Deep Residual Shrinkage Network with a
wide convolutional layer (1D-WIDRSN) Quadrotor propellers with minor damage

[12]

Convolutional Neural Network

Carbon Z T-28 fixed-wing-type UAV
fault simulators

[13] Tool Wear in Aerospace Manufacturing Processes

[14] Real aircraft fault text data set

[15] Auto Sequential Random Forest Quadrotor sensor fault

Most studies’ main drawback in observing UAV unit conditions and constraints is
that they diagnose the multirotor UAV status at a specific period without considering
the influence of accumulated faults, for instance, a delay in the response time of motors,
adjustments in parameters within the initial stages of a failure, or an alteration in the
smoothness of the reaction to a climb, as most intelligent drones are manufactured with a
clever system to avoid faults, particularly in stabilization. Additionally, there is a significant
shortage of combined integrated techniques explored in publications that implement signal
processing, especially multi-resolution analysis and deep neural networks. Thereby, the
innovation and contributions of the monitoring and diagnostic methodology presented
hereunder in this research are the following:

1. Stating the main drawbacks in recently published studies on multirotor UAVs’ condi-
tion monitoring.

2. The implementation of a hybrid signal processing-based discrete wavelet transform
and a deep neural network model of an original-equation-derived structure to observe
UAV vibration signals.

3. Quantifying the probability of defects and pre-failure situations over a long period to
create a convenient accumulated depiction of specifications considering the cumulative
fault impact.

4. Presenting a versatile and risk-free experimental methodology in acquiring vibration
signals of any multirotor UAV.

In terms of this paper’s organization, Section 2 elaborates the different kind of UAV
faults while Section 3 describes the theoretical basis of discrete wavelet transform (DWT)
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and DNN. The experimental setup and the adopted methodology of the suggested data
calculation method, including the software block diagrams of the utilized system, are
presented in Section 4. Section 5 identifies the outcomes for which a discussion utilizing
figures and evidence is warranted. The conclusion is then provided in Section 6.

2. UAV and Multirotor UAV Faults’ Classification

Regarding the classification of various unmanned aerial vehicles, they can be catego-
rized based on a simple, straightforward criterion. Figure 1 depicts the division of the UAV
based on the type of construction. Fixed-wing, flapping wing, tiltrotor, and rotary wing
UAVs can be distinguished, while rotary wing UAVs can be subdivided into single-rotor
and multirotor UAVs.
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A selection of 152 incidents and crashes using Remotely Piloted Aircraft Systems,
often known as “drones,” was studied in [16]. The data were obtained during a ten-
year span, from 2006 to 2015, from a limited population due to the paucity of reports.
Sorting safety incidents utilizing Remotely Piloted Aircraft Systems (RPAS) into discrete
categories reveals various contributing causes. The bulk of RPAS incidents included system
component failures resulting from equipment issues. Airworthiness should precede pilot
certification when regulating the Remotely Piloted Aircraft System business. Consequently,
fault diagnostic strategies for UAVs have increased in recent years.

Generally speaking, when multirotor UAVs are diagnosed with a system component
failure from equipment issues, it can be classified into two categories: sensor and actuator.
The investigation in [9] supported the same categorization.

2.1. Sensor Faults

A range of guidance and payload sensors are used by aerial vehicles to enhance
their operational capabilities or for data-collecting objectives in embedded systems. The
delivered measures are used for control, navigation, surveillance, etc. The performance
of these UAVs relies heavily on the correct and dependable functioning of the embedded
sensor system. The sensors of UAVs are regularly subjected to unanticipated condition
changes, which, in conjunction with the demanding flying environment, raises the danger
of sensor failure, which might result in the entire loss of the aircraft. Inaccurate flight
altitude estimations, for instance, may lead to a car accident with severe repercussions,
including vehicle destruction, property damage, and/or human casualties. To maintain the
safety of a flight, dependable functioning and successful completion of scheduled missions
must be ensured by rapid identification of sensor faults.

2.2. Actuator Faults

The actuators comprise essential electrical and mechanical equipment that operate
UAVs. Possible failures may lead to flying issues, resulting in vehicle crashes and potential
catastrophes, and severe civilian casualties. Thus, it is evident that identifying problems in
actuators is vital and that developing suitable techniques is necessary.
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Flight surface actuators (rudders, ailerons, and elevators) and motors/propellers are
the two primary subcategories of UAV actuators. The majority of researchers studied the
faults in flight surface actuators, according to a published study [9]. Therefore, since most
unregistered multirotor UAV accidents result from damaged or consumed blades, this
investigation chose to diagnose faults with multirotor UAV propellers.

3. Theoretical Basis
3.1. Discrete Wavelet Transform

Signals from faulty components exhibit non-stationary behavior. However, if the
frequency section of non-stationary signals is computed using the Fourier transform, the
results will reflect the frequency composition averaged across the signal period [17,18].
Time–frequency analysis techniques are suitable for non-stationary transformations due to
this differentiating feature. Numerous time–frequency analysis methodologies [19], such
as wavelet transforms, have been used for flaw discovery and diagnosis. This technique is
evaluated to establish its primary advantages and reasons for use.

The wavelet transform (WT) was developed and utilized in numerous applications to
alleviate the resolution limitation of Fourier transforms [20]. Trigonometric functions are
employed in the Fourier series to modify the signal to provide a collection of coefficients;
in the wavelet series, the primary mother wavelet is fitted to the signal, followed by the
inner product of the inspected signal and a succession of daughter wavelets. Using the
scaling (s) and shifting (n) parameters, the daughter wavelets are formed by shifting and
scaling the wavelet transform. The scaling of the mother wavelet is exposed to expansion
or dilation; if the wavelet is enlarged horizontally, it is compressed in the vertical axis to
ensure the power density of the scaled wavelet and the original primary mother wavelet
are identical [21]. In the shifting stage, the wavelet is moved down the x-axis until it entirely
covers the studied signal, which may be expressed as follows mathematically [22]:

WT(n, s) =
1√

s

∫ +∞

−∞
x(t)Ψ

(
t− n

s

)
dt (1)

WT(n, s) is described as the wavelet transform portion of the signal x(t), and Ψ(t) is
subsequently described as the transforming function (or the mother wavelet). The mother
wavelet begins and ends, unlike the endless trigonometric functions. The mother wavelet
fits the signal locally, not globally. Thus, it is the best method for accurately analyzing the
projected quad-copter vibration signal.

The continuous wavelet transform (CWT) improves signal processing accuracy; nev-
ertheless, it is potentially infinitely redundant, considering it unmanageable [23]. This
increases the amount of power, computation time, and memory required, making the
CWT unusable in many cases, mainly when performing wavelet analysis in real time on
embedded systems or other real-time monitoring systems, as is the case here. To conserve
time and energy, the DWT was developed, in which the primary mother wavelet is only
scaled and adjusted at discrete moments along with the signals rather than continuously.
DWT is often used to deconstruct the original signal into many signals, each with a specific
frequency bandwidth and capable of being considered as a separate signal on which alter-
native studies may be conducted. The DWT’s strength is that it evaluates data at different
scales using filters with numerous cut-off frequencies. A high-pass (HP) filter is used to
examine high frequencies, followed by a low-pass (LP) filter to analyze low frequencies. A
complex-valued modification and augmentation to the basic DWT with essential qualities
such as multi-resolution, limiting representation, and the ability to eliminate aliasing is-
sues caused by the overlap of opposing-frequency pass-bands of the wavelet filters, the
dual-tree complex wavelet transform represents another type of wavelet analysis known
as complex wavelet transform [24,25]. For deconstructing and rebuilding, the dual-tree
technique employs two concurrent DWTs with different low-pass and high-pass filters in
each scale. The two DWTs use two pairs of filtrations, each of which passes the condition of
complete reconstruction.
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In general, employing the DWT to subdivide time-domain signals allows for multi-
resolution analysis in many frequency bands with varying resolutions [26]. The DWT
utilizes the wavelet and scaling function related to the HP and LP filters. The original signal
x[n] is separated at the first level by passing it throughout both of these filters, acquiring
two resulting signals under the same sampling length as the foremost primary signal,
which is referred to as coefficients. To keep the number of these factors in the filtered
signals equal to the number of coefficients in the primary signal samples, the samples are
down-sampled by a factor of two, with only one out of every two subsequent samples
retained. Thus, the first level detail coefficients (cD1) are the returned signal coefficients
from the HP filter after down-sampling. These coefficients include the high-frequency info
of the primary signal, while the coefficients recovered from the LP filter and again after the
down-sampling procedure are known as the first level approximation coefficients (cA1).
These coefficients conceal the signal’s low-frequency information. This is mathematically
stated as [27]:

cD1[k] = ∑n x[n] ∗ h ∗ [2k− n] (2)

cA1[k] = ∑n x[n] ∗ g ∗ [2k− n] (3)

h[n] and g[n] segments denote the high-pass and low-pass filters, respectively. When
the first level decomposition is achieved, the preceding technique may be reused to
subdivide cA1 into additional approximation and detail coefficients, as expressed in
Equations (4) and (5) [27]. This technique is repeated until the desired level is reached,
where the decomposition must be recognized.

cDl [k] = ∑n cDl−1[n] ∗ h ∗ [2k− n] (4)

cAl [k] = ∑n cAl−1[n] ∗ g ∗ [2k− n] (5)

cDl [k] and cAl [k] resemble the DWT coefficients at level (l), while cAl−1[n] is the
approximation coefficient at (l − 1) level. In each subdivision level, the pertaining approxi-
mation and detail coefficients have particular frequency bands defined by

[
Fs

2l+1 − Fs
2l

]
for

the detailed coefficient cDl and
[
0− Fs

2l+1

]
for the approximation one; FS stands for sam-

pling frequency [28]. Nevertheless, filtering and subsampling at each level will deliver half
the sample number (half the temporal resolution) and half the frequency spectrum (twice
the frequency resolution). Due to the repeated down-sampling by two, the total number of
samples in the processed signal must also be a power of two. Concatenating all coefficients
starting with the last level of decomposition yields the DWT of the original signal, which
has the same number of samples as the original signal. Figure 2 is a graphic representation
of how multi-level subdivision is accomplished. The number of necessary decomposition
levels is determined by the lowest frequency bandwidth to be monitored. In addition, the
highest level of deconstruction may be achieved when the unique complexities consist of a
single occurrence [28].
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After calculating the detail and approximation coefficients, it is possible to reconstruct
the detail and approximation waves at each level to view the data and accurately depict
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healthy and faulty circumstances. Each signal will have the same number of samples as
the primary input signal but will have a separate frequency range. This can be achieved
by up-sampling the detail (or approximation) coefficients by two, as they were initially
produced by down-sampling by two, and then synthesizing them using low-pass and
high-pass filters. To reconstruct the first level A1 approximation wave signal, for instance,
just the approximation coefficients are required at this level, while a vector of zeros is given
in place of the detail coefficients. Similarly, the same method can generate the first level
detail signal D1. Figure 3 illustrates the concept of signal synthesis.

Drones 2023, 7, 82 6 of 21 
 

 
Figure 2. Signal decomposition of multi-levels employing DWT. 

After calculating the detail and approximation coefficients, it is possible to recon-
struct the detail and approximation waves at each level to view the data and accurately 
depict healthy and faulty circumstances. Each signal will have the same number of sam-
ples as the primary input signal but will have a separate frequency range. This can be 
achieved by up-sampling the detail (or approximation) coefficients by two, as they were 
initially produced by down-sampling by two, and then synthesizing them using low-pass 
and high-pass filters. To reconstruct the first level A1 approximation wave signal, for in-
stance, just the approximation coefficients are required at this level, while a vector of zeros 
is given in place of the detail coefficients. Similarly, the same method can generate the first 
level detail signal D1. Figure 3 illustrates the concept of signal synthesis. 

 
Figure 3. Reconstruction of the approximation and detail signals with zero padding. 

3.2. Selection of the Optimum Mother Wavelet 
DWT supports several wavelet families. To determine the best wavelet function for 

this study, a survey was conducted to identify the many main mother wavelets authors 
have used for fault diagnosis. Previous wavelet families include Daubechies (dbN), Sym-
lets (symN), and Coiflet (coifN), where N is the number of orders in the wavelet family 
[29]. For example, the wavelets symN and dbN have 2N coefficients. No generalized the-
oretical approach has been reported for choosing the best wavelet family when research-
ers use multiple families to analyze the same wave signal [30,31]. In many cases, the se-
lection is performed by trial and error [32]. Indeed, if the mother wavelet and the operative 
instance signal have a substantial similarity, the wavelet function is deemed suitable for 
evaluating the signal under consideration [33]. 

Certain wavelet functions, such as sym7 or db10, have multiple filter coefficients due 
to the increased computational load on the PC and programs, which increases the pro-
cessing time required for real-time wavelet analysis. Moreover, because the remaining 
options are decreased and limited to lower-order families, no more quantitative proce-
dures are necessary to pick the mother wavelet. Symelet and Daubechies families are well-
known for their performance in vibration signal analysis and encompass a wide range of 
wavelet orders [34]; hence, Daubechies’ fourth order (db4) was used in this study. Figure 
4 illustrates the analysis of the discrete wavelet transform’s high-pass and low-pass filters 
and the synthesis of the same high-pass and low-pass filters where a wavelet family of 
db4 is selected. 

Figure 3. Reconstruction of the approximation and detail signals with zero padding.

3.2. Selection of the Optimum Mother Wavelet

DWT supports several wavelet families. To determine the best wavelet function for
this study, a survey was conducted to identify the many main mother wavelets authors
have used for fault diagnosis. Previous wavelet families include Daubechies (dbN), Symlets
(symN), and Coiflet (coifN), where N is the number of orders in the wavelet family [29].
For example, the wavelets symN and dbN have 2N coefficients. No generalized theoretical
approach has been reported for choosing the best wavelet family when researchers use
multiple families to analyze the same wave signal [30,31]. In many cases, the selection is
performed by trial and error [32]. Indeed, if the mother wavelet and the operative instance
signal have a substantial similarity, the wavelet function is deemed suitable for evaluating
the signal under consideration [33].

Certain wavelet functions, such as sym7 or db10, have multiple filter coefficients
due to the increased computational load on the PC and programs, which increases the
processing time required for real-time wavelet analysis. Moreover, because the remaining
options are decreased and limited to lower-order families, no more quantitative procedures
are necessary to pick the mother wavelet. Symelet and Daubechies families are well-
known for their performance in vibration signal analysis and encompass a wide range of
wavelet orders [34]; hence, Daubechies’ fourth order (db4) was used in this study. Figure 4
illustrates the analysis of the discrete wavelet transform’s high-pass and low-pass filters
and the synthesis of the same high-pass and low-pass filters where a wavelet family of db4
is selected.
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3.3. Deep Neural Network

A deep neural network, or deep net for short, is a neural network with some amount
of complexity, generally, at least two layers. Deep nets use advanced math modeling to
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analyze data in complicated ways. For instance, parameters θ are used to represent a
neural network. Weight matrices Wi and bias vectors bi (i = 1, 2, . . . , M) are among the
parameters, where M denotes the depth of the neural network structure or the number
of hidden layers as depicted in Figure 5a. By minimizing the loss function Lθ (X), DNNs
provide the best approximation of the original function. The neural networks under
investigation in this research are multilayer feed-forward neural networks, which are
composed of the alternating affine linear equation Z = X ∗W + b where X represents
the set of training data and the nonlinear function σ(.), which are known as activation
functions. The weight matrix and bias matrix alter the training data set at each hidden
layer, and the result is passed back to the next hidden layer through the activation function.
The neural network learning approach is based on merging numerous linear and nonlinear
functions to approximate the goal Equation 6 below [35]:

Y = f [Net] = (σL(σL−1(· · · σ1(X·W1 + b1) · · ·)WL−1 + bL−1)·WL + bL)·Wout + bout = σL · · · σ1(X)·Wout + bout (6)

where Wi and bi (i = 1, 2, . . . , L− 1) are the ith hidden layer’s weight matrices and bias
vectors, respectively, Wout and bout are the output layer’s parameters, and σi(.) is the ith
layer activation function, which is an element-wise nonlinear function. The most frequently
utilized activation functions are sigmoid, tanh, and ReLU. Because the tanh function
(Equation 7) is in the range [−1, 1], it has the benefit of being more readily able to handle
negative integers. As a result, it has been used in this investigation.

tan h(x) =
sin h(x)
cos h(x)

=
ex − e−x

ex + e−x (7)Drones 2023, 7, 82 8 of 21 
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Typically, network training consists of adjusting the parameter θ based on gradient
optimization during neural network backpropagation. The objective is to identify the
best parameter θoptimum that minimizes the loss function. This technique needs f [Net] to
differentiate its unknown parameters Wi and bi, namely, to further assess the proposed
algorithm’s differential operators. The flux gradient is significant in this procedure. It
denotes the direction in which the parameters θ might change.

We understand that increasing the number of hidden layers in a single hidden layer
network may result in a deep neural network. To exemplify the phrase, consider a network
with two hidden layers, as illustrated in Figure 5b. The network output f [Net] for the
training data set X = { Xi = (ui, ti)}N

i=1 may be represented as follows:

Y = f [Net] = (σ2(σ1(Xi·W1 + b1)W2 + b2) ·Wout + bout = σ2σ1(Xi)·Wout + bout (8)
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In this case, an assumption is that the hidden layers have N1 and N2 neurons. W1, W2,
and Wout are thus the weight matrices of the following type:

W1 =

[
w(1)

11 w(1)
1N1

w(1)
21 w(1)

2N1

]
2∗N1

, W2 =

[
w(2)

11 w(2)
1N2

w(2)
N11 w(2)

N1 N2

]
N1∗N2

, Wout =

[
w(out)

11

w(out)
N21

]
N2∗1

where the weight is represented by w(k)
ij (k = 1, 2) of the ith neuron on the kth hidden layer

to the jth neuron on the (k+1)th hidden layer. Consequently, b1, b2, and bout are the bias
vectors:

b1 =
[

β
(1)
1 β

(1)
N1

]
1∗N1

, b2 =
[

β
(2)
2 β

(2)
N2

]
1∗N2

, bout =
[

β(out)
]

1∗1

The previous equations obtain the values of each quantity in Figure 6 for the previously
indicated activation function:
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Employing the equations mentioned above when calculating the objective gradient
function with respect to the parameters, the loss at each hidden layer is computed begin-
ning with the network output layer and progressing layer by layer until it reaches the
input layer. An intelligent data mining tool sets the parameters randomly for the most
optimized outcome.

4. The Experimental Approach
4.1. Drone Selection

Rapid technological improvements, particularly in the last decade, have made off-the-
shelf UAVs weighing less than 250 g affordable for recreational usage by the general public.
Many well-known manufacturers (for example, DJI) are now focused on this area of UAVs,
and the new DJI Mini 2 [36] drone is one of many that come under this category, allowing
simple access to be bought and operated with no Part 107 certification or Transmitter ID
registration. Additionally, in [37], the DJI mini 2 demonstrated good applicability; therefore,
the DJI mini 2 combo has been adapted in this study.

4.2. Accelerometer Selection

Even after the drone inspection method has been finished, certain hazardous circum-
stances are challenging to see or uncover with the unaided eye; hence, the study in [38]
suggests a real-time early drone inspection approach based on vibration data. First, the
detection reliability of many microelectromechanical system (MEMS) sensors was inves-
tigated and compared, including the ADXL335 accelerometer, ADXL345 accelerometer,
ADXL377 accelerometer, and SW420 vibration sensor. In contrast to other MEMS sensors,
the testing results demonstrated that the vibration parameter measured using the ADXL335
and ADXL345 accelerometers is the best choice since most malfunctioning conditions can
be identified. The outcome of the anomaly inspection algorithm is subsequently converted
into a “Healthy” or “Faulty” status, shown in a mobile application for easy monitoring.
The ADXL335 is a low-power sensor with an integrated signal conditioning circuit capable
of detecting static and dynamic acceleration in the 3 g range. It is considered and employed
in this investigation because it is readily available in the local market; its specifications are
listed in Table 2. The functioning mechanism consists of a sensor output with an amplitude
proportional to acceleration.
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Table 2. Specifications of the ADXL335 accelerometer.

No. Specification Information

1 Dimension 21 × 16 × 10 mm
2 Weight 2 g
3 Operating voltage 5 V
4 Operating current 400 µA
5 Sensitivity 300 mV/g
6 Bandwidth 0.5–1600 Hz (x- and y-axes) and 0.5–550 Hz (z-axes)
7 Full-scale range +/− 3 g

4.3. Methodology

The experimental study is depicted in Figure 7, where the DJI Fly application is
downloaded on a Note 10+ smartphone to control the hovering speed of the adopted
DJI Mini 2 combo drone. ADXL335 accelerometer is fixed upon the intersection of the
four blades in an X shape to gather vibration data sets using an integrated connection
of a vibration accelerometer with a DAQ-6009 data collection device with a maximum
analog input sampling rate of 48 kS/and 14 bits differential, 13 bits single-ended input
resolution. The DAQ-6009 has eight analog inputs, three of which are used owing to the
accelerometer’s three axes of x, y, and z. The data capture device is then linked to a Lenovo
laptop equipped with a core i7 CPU, where LabVIEW [39] is run for data gathering. The
signal is then processed in DWT, where statistical features of six levels are computed and
examined using feature selection methods before being routed via a deep neural network
for fault detection. The global axis for the computations is represented in Figure 8, with the
ADXL335 accelerometer positioned between the four blades and motors. The quadrotor’s
movement options include rolling along the x-axis, pitching along the y-axis, and yawing
along the z-axis.
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In this study, Figure 9a depicts the locations of the damaged blades. Data collection
was conducted under five distinct conditions: healthy, Bottom Right (BR) blade 1 damaged,
Top Right (TR) blade 2 damaged, Top Left (TL) blade 3 damaged, and Bottom Left (BL)
blade 4 damaged. It is worth mentioning that the propeller construction of the DJI Mini
2 Combo brushless motor consists of two blades, one of which is damaged in this study.
Concerning the location of the damaged blades (see Figure 9b), it is essential to point
out that the structure and frame of the DJI mini 2 combo drone have a construction in
which the bottom two blades are adjusted lower than the top two blades; these structural
shapes will show the differences in the simulated faults in the discussion section of this
article. By picking these four places, we assure that all stable regions will be affected by
blade-damage-induced imbalances. The studied cases are listed in Table 3.
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Table 3. Studied cases.

Case Hovering Speed (RPM) Hovering Speed (Hz) Height From Ground (m) Location of Damaged Blade

Healthy

10,000 168 1.2

-
Blade 1 Damaged Bottom Right
Blade 2 Damaged Top Right
Blade 3 Damaged Top Left
Blade 4 Damaged Bottom Left

4.4. The Developed LabVIEW Program for Signal Processing

Figures 10 and 11 illustrate how NI LabVIEW 2020 performed a DAQ assistance
function. The voltage analog input signals were collected and instantly divided by the
sensitivity of the vibration sensor to convert them to g units. The signal was then separated
into three output signals X, Y, and Z. Arithmetic mean (AM) was used for calibration. AM
is the sum of all integers in a group divided by the number of items in the list. This is seen
in Equation (9) below. A constant control subtraction of the AM is performed to calibrate
the accelerometer’s location continuously. The dynamic data are then examined at six levels
utilizing multi-resolution analysis with DWT, as illustrated in Table 4 below. The values of
each level are measured using DWT and statistical feature acquisition. For each vibration
signal, all graphs are included in the measurement files.

AM =
1
N ∑N

i=1 Xi (9)

Table 4. DWT Level’s frequency.

Levels 1 2 3 4 5 6 Approx

Frequency Range (Hz) 1024–512 512–256 256–128 128–64 64–32 32–16 16–0
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4.5. Signal Analysis

Because of their effectiveness in forecasting problems, vibration signals have been
widely used in recent studies [40–46]. Using the NI LabView 2020 signal processing
software, the accelerometer voltage measurements were gathered and translated into
time-domain acceleration signals. Because the motors operate at around 168 Hz, a fre-
quency range of 1024 Hz was used. A sampling rate of 512 samples per second was used.
Figure 12a–c show the time-domain vibration data for the different health states for the
x, y, and z axes, respectively. The statistics also show the amount of data collected in one
second, 1024 vibration signals. Additionally, time-domain vibration signals of the damaged
blade 1 are depicted in Figure 12d–f.

Figure 13a,b display the time-domain wavelet decomposition in six wavelet levels
and a detailed wavelet of two studied cases, the healthy state and blade 1 damaged state,
respectively. Level 1 has a frequency range of [1024 to 512] Hz, followed by level 2 with a
frequency range of [512 to 256] Hz. Level 3 has a frequency range of 256 to 128 Hz. Level
4 decomposition happens in a frequency range of [128 to 64] Hz. Levels 5 and 6 have
frequency ranges of [64 to 32] Hz and [32 to 16] Hz, respectively. Finally, the approximation
level has a frequency range of [16 to 0]. As previously stated in the examined cases, the
drone will hover at a constant speed of 10,000 RPM with a frequency of roughly 168 Hz.

Interestingly, the largest disturbed amplitudes were observed at levels 2 and 3 as blade
1 damaged state has larger amplitudes than the healthy state, indicating fault existence.
Because the hovering frequency is 168 Hz, it was expected that level 3 would seem to be
more suited for obtaining statistical information. Nonetheless, level 2 displays similarly
disturbed amplitudes because the DJI mini-2’s brushless motors try to rebalance themselves
correspondingly. When confronted with an imbalance, the actuators will spin faster or
slower than the input hovering speed, depending on the fault induced by the blade.
Nonetheless, upcoming important feature selection procedures indicate whether levels 1, 2,
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and 3 are the most relevant levels for acquiring statistical features and if the disturbances
removed from deeper levels are valuable indications of a fault in the UAV blade.
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4.6. Statistical Features and Important Feature Selection

Time–frequency domain analysis is commonly used to monitor the status of several
applications, including quad-copters. Root mean square (RMS), variance (V), standard de-
viation (SD), kurtosis value (KV), and skewness (S) are among the statistical characteristics
employed in this work’s time–frequency domain study to determine quad-copter health
condition. The statistical features significantly impacted pattern recognition ability and
were chosen due to their efficacy in prior investigations [47]. The following equations of
statistical features were derived and employed to detect initial quad-copter damage:

RMS =

√
1
N ∑N

i=1 (Xi)
2 (10)

V =
1
N ∑N

i=1 (Xi − AM)2 (11)

SD =

√
1
N ∑N

i=1 (Xi − AM)2 (12)

KV =
1
N ∑N

i=1 (Xi − AM)4

RMS
(13)

S =
1

N − 1 ∑N
i=1 (Xi − AM)3 (14)

This means that there are five features for each level of decomposition; hence,
35 features for each axis were utilized in the calculations. When there are too many
features, overfitting arises. Choosing the right features for training and testing data is
critical for improving model performance. Noting that features 1–5 are the five features
of the first level, 6–10 are the five features of the second level, 11–15 are the features of
the third level, 16–20 are the features of the fourth level, 21–25 are the features of the fifth
level, 26–30 are the features of the sixth level, and, finally, 31–35 are the features of the
approximation level, respectively. It is paramount to point out that x and z axis features
were excluded from computations due to their minor efforts as the vibration pitches more
than it rolls or yaws.

4.6.1. ReliefF

Relief algorithms are efficient and general-purpose attribute estimators. They may
find attribute conditional connections in regression and classification and provide a unified
picture of attribute estimates. Furthermore, their evaluations of quality have a natural
meaning. While they are often thought of as feature subset selection procedures used before
learning a model, they have been effectively applied in various scenarios. ReliefF and Gain
Ratio have shown remarkable potential in detecting important features [48]. The closest
same-class instance is called a “near-hit,” whereas the closest different-class instance is
called a “near-miss.” The weight vector is updated using Equation (15) below.

Wi = Wi− |Xi− nearHitx|+ |Xi− nearMissx| (15)

Thus, the weight of any given feature decreases as it varies from that feature in adjacent
examples of the same class more than it differs from that feature in neighboring examples
of the other class and rises when the converse is true. After a few repeats, divide each item
of the weight vector by the number of iterations. This is the most important vector. If the
relevance of a feature surpasses a certain level, it is picked

4.6.2. χ2

The χ2 statistical optimal feature selection approach was employed to improve predic-
tion accuracy [49]. The performance of the proposed model was then verified by comparing
it to standard models using numerous performance criteria. The suggested model im-
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proved precision from 85.29% to 89.7%. Furthermore, the componential load was cut in
half. Therefore, it was also implemented in this study. Figure 14 depicts the results of both
functions. Nine features were selected depending on the figures: SD Level 1, V Level 1,
RMS Level 1, RMS Approximation Level, V Level 2, S Level 2, S Level 1, SD Level 2, and
RMS Level 2. The results are compatible with the findings in Section 4.5.
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4.7. The Developed Orange Program for Deep Neural Network

After loading the CSV excel file into the widget of Orange data mining [50], as depicted
in Figure 15, the columns were picked to determine all 35 attributes in a ranking manner
based on Section 4.6. Nine characteristics were picked, resulting in nine input neurons.
As stated in Section 3.3, the deep neural network comprises two hidden layers. The first
hidden layer contains 40 neurons, whereas the second contains 20 neurons, and, finally, the
last output layer contains 5 neurons related to the five studied cases. Although it is known
that fewer neurons and more layers improve classification accuracy, two hidden layers were
sufficient for the classification strategy. Using a data sampler, 66.66% of the input data were
for training, and the remaining 33.33% were employed for the designed DNN testing, with
the confusion matrix of the resulting model displayed. A total of 8000 readings were taken,
with each state receiving 1600 statistical readings. In addition, a prediction criterion was
employed to forecast fresh unused readings when the distributions were displayed. Adam
solver was utilized in the deep neural network with a maximum number of iterations of
200 in a replicable training condition. Nonetheless, and due to the flexibility of Orange data
mining, this orange assembly and deep neural network are of flexible applicability, starting
with the vibration signals acquired from a shaft of a brushless motor [51] and ending with
the sensor depth readings of utilizing plastic waste bottles on soil response above buried
pipes [52], among other wide applications.
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5. Results and Discussion
5.1. Test and Score

Tables 5 and 6 describe the performance of the DNN models. Table 5 shows the results
of the DNN model before the significant feature selection strategy, whereas Table 6 shows
the results of the same DNN model after the important feature selection approach. Both
models’ training and testing times were identical, with 25 seconds spent training 66.66%
of the data and 0.06 seconds spent testing the remaining 33.33%. Interestingly, when all
35 characteristics were incorporated, the classification accuracy of the basic model was
54.1%, but the enhanced model with nine features input displayed excellent classification
accuracy with an enhanced percentage of 91%. Following the use of essential feature
selection procedures, there was an improvement in accuracy, with a total percentage
value of 36.9%. Furthermore, when classification accuracy increased, precision and recall
increased proportionally. However, several assessment factors were not significantly
influenced. The specificity was enhanced from 88.5% to 97.8%, and the area under the
curve, AUC, was also improved from 83.1% to 98.7%.

Table 5. Model results’ evaluation before feature ranking.

Evaluation Results Train time (s) Test time (s) Area under
Curve (AUC)

Classification
Accuracy (CA) Precision Recall Specificity

Value 25.602 0.064 0.831 0.541 0.54 0.541 0.885

Table 6. Model results’ evaluation after feature ranking.

Evaluation Results Train time (s) Test time (s) Area under
Curve (AUC)

Classification
Accuracy (CA) Precision Recall Specificity

Value 25.093 0.057 0.987 0.91 0.91 0.91 0.978

Regarding the explanation of the findings, the confusion matrices for both models
were highlighted. Figure 16a illustrates the confusion matrix of the DNN model prior to
the application of important feature selection strategies. Presented is the actual value of
each of the five examples, where the total number of occurrences was 8000 divided by
5, yielding 1600 samples per case. As signals from blade 4 and blade 3 (left side of the
drone) are partly misinterpreted as healthy states, the predicted values for the healthy
condition are 2063 instances. More than half of the data were scattered between healthy
and damaged blade 3 states, making it impossible to anticipate the condition where blade
4 was damaged. In contrast, the right side of the drone performed marginally better since
the damaged statuses of blades 1 and 2 were partly anticipated accurately. With this model,
fault diagnosis may only be performed to determine if a defect is present; the location of
the damaged blade cannot be identified.
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Figure 16. Confusion matrices: (a) before important feature selection, (b) after important
feature selection.

After implementing two important feature selection methods to the DNN model, an
improved model with high classification precision is achieved. Figure 16b exhibits the
confusion matrix of the enhanced DNN model. Blade 1’s damaged state, blade 2’s damaged
state, and blade 3’s damaged condition were successfully anticipated. The right side and
upper left corner of the drone have a high fault classification. However, interference
occurs between the damaged condition of the fourth blade and the healthy state of the
drone. A total of 304 occurrences out of 1600 healthy-state instances are misdiagnosed
as blade-4-damaged, while 275 instances out of 1600 blade-4-damaged-state cases are
misdiagnosed as healthy. This is explained in Figure 16. The x-axis indicates the variance
of level 1 decomposition, and the y-axis represents the RMS of the same level. Figure 17
illustrates the scatter plot acquired from the enhanced model’s confusion matrix where
the five examined states are presented, with the x-axis representing the variance and the
y-axis representing the RMS. These axes were randomly chosen to present the data in how
they were ranked using significant feature selection approaches. The aggregation of all
five states is appropriately presented. The first blue cluster represents the state in which
blade 1 is damaged, the second red cluster represents the condition in which blade 2 is
damaged, and the third green cluster describes the situation in which blade 3 is damaged.
Lastly, the brown and yellow clusters indicate the damaged state of blade 4 and the healthy
state of the drone, respectively. There is such a noticeable interference between the obtained
data of these states that the clusters seem almost similar. This may be explained by the fact
that the damaged blade has such little effect on the drone that it can still be considered a
healthy, functioning drone.
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5.2. Model Validation

To further corroborate the classification results, additional data sets were used to
develop a prediction criterion based on one hundred distinct statistical features for four
studied cases where blades numbered 1 through 4 were damaged. Figure 18 depicts the
performance of the predictive model.
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As displayed in Figure 18a, the statistical features of the data set when blade 1 was
damaged, located in the lower half of the drone, were accurately predicted with a classifica-
tion accuracy of 100 percent. Intriguingly, a classification accuracy of 92% was achieved
when blade 2 was damaged. These results contradict the frame construction of the DJI
mini 2 combo since the drone’s top half is more stable than its lower half. Nonetheless, this
may be adequately explained by the fact that these vibrations are all related to the frame,
regardless of where the damaged drone is located. In addition, the prediction model was
applied to the data set in which blade 3 is harmed, where a 100 percent accurate prediction
was observed in Figure 18c. Lastly, the categorization results for the damaged blade no.
4 are similarly inconsistent. Seventy-eight instances were accurately predicted, whereas
the remaining 22 were predicted as if the drone was operating in a healthy state. This is
consistent with the results of the trained–tested model presented in the confusion matrices.
Compared to other state-of-the-art fault diagnostic methods, the overall forecast accuracy
of this model is excellent.

6. Conclusions

This study presented the results of establishing a combined method to diagnose the
operating state of a multirotor UAV. Prior to a multi-resolution wavelet decomposition
analysis, a deep neural network architecture was designed to implement improved statisti-
cal features, permitting the monitoring of the deviation of parameters from the predicted
values and detecting defects and pre-failure states.



Drones 2023, 7, 82 18 of 20

A six-level decomposition of the time-domain wavelet using discrete wavelet trans-
form into a time–frequency domain was performed to obtain statistical features. As a result,
the parameters obtained from this study’s theory are significantly more robust than those
obtained from the total time-domain signal. Furthermore, the combination of important
feature selection approaches and deep neural networks has shown considerable potential
in identifying defects in hovering multirotor UAVs. Although induced non-stationary vi-
bration signals in a damaged UAV blade are exceedingly difficult to categorize, particularly
in well-known intelligent drones where manufacturers provide continual stabilization even
in the presence of faults, the suggested model provided a classification accuracy of more
than 91%, demonstrating its reliability in predicting all tested situations.

For future work, each smart drone has an embedded accelerometer that generates
flight data. With the DJI drones, acquiring flight data is simple by utilizing phone apps
where pitching and rolling records in degrees are collected. These data may be transformed
using numerical analysis into angular acceleration signals, resulting in vibration-based
signals. This well-known method is limited to a relatively small data set of flight vibration
signals and cannot be relied on to anticipate defects during preflight checks. The utilized
accelerometer may be incorporated with a microcontroller to wirelessly record massive
data of time–frequency domain vibration signals for enhanced imbalance prediction and
accurate preflight testing.
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