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Abstract: The performance analysis of an energy constrained Internet of Things (IoT) system with
unmanned aerial vehicle (UAV) is provided in this paper. In the considered system, a power beacon
is used for the energy supply of a sensor node that has no other power sources, while the UAV is
used for the collection of sensor data. The outage and capacity performances are analyzed under the
assumption of a Nakagami-m fading environment, for the case when the power and information
transfer are performed based on the time-switching protocol and the UAV is randomly positioned at
a certain height. Based on the provided analysis we derive the exact closed-form expressions for the
outage probability, the outage capacity and the ergodic capacity of the power beacon assisted IoT
system. The analytical results are confirmed using an independent simulation method. The performed
analysis demonstrates the impact of various system and channel parameters on system performances.

Keywords: data collecting; energy harvesting; industrial sensor network; Internet of Things (IoT);
outage probability; outage capacity; power beacon; unmanned aerial vehicles (UAV)

1. Introduction

It is well known that the usage of a wireless sensor network (WSN) tends to be an
essential enabler of numerous applications related with infrastructure monitoring and
surveillance, medical care, smart home, environment monitoring, etc. [1–4]. Furthermore, it
contributes to automation process development in Internet of Things (IoT) systems within
Industry 4.0. [5–9]. These applications can be easily implemented in dense urban areas
where data collecting is facilitated by a wide range of available infrastructure. However,
in numerous scenarios, the sensor network has to be set in an environment where the
infrastructure is hardly available. In that case it is essential to provide a robust energy
power supply, as the positions of the sensor network nodes might be inaccessible, and the
reliance on frequent battery replacement is impractical. Various existing natural energy
sources could be used for enabling energy needed for the communication purposes, since
the sensor nodes are low-power [10]. The main disadvantage is that these sources are not
reliable as they depend on unpredictable circumstances such as weather conditions, etc. As
simultaneous information and power transfer (SWIPT) represents an appealing technology
for various applications within contemporary communication systems, various solutions for
its implementation have been investigated [11–13]. One of the possible feasible approaches
is the use of the dedicated node for the wireless power supply of locally positioned sensor
nodes [14,15]. The application of SWIPT with power beacon (PB) in hierarchical WSN is
analyzed in [16]. The PB can be used for the enabling of energy for sensor nodes as well
as the powering of access points in cellular networks, as is shown in [17]. As the usage of
millimetre waves for signal transmission is one of the key technologies for 5G networks and
applications, the millimetre wave ad hoc networks with the PB assistance and the influence
of the transmit power of PB on the coverage probabilities of network are analyzed in [18].

The implementation of wireless sensor networks can be required in remote and hardly
accessible or toxic areas in an uninhabited or industrial environment, where it is challenging
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to provide a reliable data collection system. Moreover, in areas that are under risk of natural
disasters, special attention should be placed on data collection system design in the case
when conventional power and communication infrastructure is destroyed. The energy
harvesting framework designed for the emergency and disaster scenarios with an aim
to prolong the lifetime of the network using cluster heads that act as relay stations that
transfer both information and power signals from a base station to users is proposed
in [19]. However, the usage of unmanned aerial vehicles (UAVs) can be also very useful
in variable environments [20], as it offers numerous advantages such as the possibility of
providing mobile data collectors that can be used in special monitored areas that are not
easily approachable or not convenient for ground-based data collectors. For such purposes,
one or more UAVs that compose Flying Ad Hoc Networks, FANET, can be used [21].
In [22], the novel cluster-based mechanism in FANET is proposed for the Nakagami-m
fading scenario and the performance improvement is demonstrated. Moreover, if a sensor
network is deployed over a large area, the UAV can contribute to faster search and lower
energy consumption of sensor nodes. This is due to the fact that the usage of UAVs can
enable data collection with shorter propagation paths between the transmitter and the
receiver, thus reducing path losses. Therefore, the employment of UAV for data collection
leads to lower latency, as well as higher reliability and quality of service (QoS) [20,23].

1.1. Related Literature

In this subsection, we provide the survey of the related published studies. The usage
of UAVs for data collecting purposes is analyzed in [20], while a special application for
disaster recovery scenarios is presented in [24]. The new channel model of the UAV-
based communication system that encompasses various fading and shadowing effects is
proposed in [25], whereas outage, error and capacity performance are additionally studied.
The impact of the ground user mobility and channel fading on the outage performances of
the system employing the static multirotor UAV is analyzed in [26]. An outage performance
analysis of hybrid satellite–terrestrial network with UAVs employed as decode-and-forward
relays is provided in [27], under the assumption that UAVs are randomly positioned in a 3D
cylindrical area. The capacity maximization of the UAV communication system applying
non-orthogonal multiple access (NOMA) at downlink is analyzed in [28]. Performances of
the IoT network with energy-limited UAV relay and applied downlink NOMA strategy
are investigated in [29], for the Nakagami-m fading environment and different employed
relaying schemes. A system architecture with specialized UAVs used for wireless energy
transfer applied for the recharging of other UAVs is proposed in [30], and both the flying
times of the rechargeable UAVs and the energy transfer gain are optimized. The application
of energy harvesting in a UAV-assisted half-duplex relay IoT system is studied in [31],
for the Nakagami-m fading environment and the impact of interference on the outage
performances is considered. The emergency communication in disaster recovery network
using UAV-based relaying is investigated in [32], where resource allocation and UAV
trajectory are optimized in order to maximize the number of IoT devices. New rate-splitting
multiple access in the system in which a UAV is used as a base station is investigated
in [33] and the outage probability and corresponding throughput are derived under the
assumption of Nakagami-m fading channel statistics. In [34], the scenario where UAVs act
as a multiple base station hovering at a fixed horizontal position and fixed altitude to serve
for both energy supply and relaying information transmission for end users is analyzed,
and the optimization of the beamwidth, the transmit power and the energy harvesting time
coefficients are provided. In [35], a scenario in which UAV node has both functions of data
collecting and energy supply for IoT nodes is considered. The UAV sends energy to IoT
nodes, which is afterwards used for data transfer to the UAV data collector. The security
aspect of information transfer in an IoT system assisted with UAV for the purpose of data
collecting is analyzed in [36], for the Rice and Rayleigh propagation environment model
and for the scenarios when line-of-sight (LOS) and non-line-of-sight propagation occur,
respectively.
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Finally, for all considered applications, UAV flight parameters must comply with the
existing regulative framework, and this issue is analyzed in detail in [37,38].

1.2. Motivation and Contribution

Due to their wide applicability, power beacon-assisted wireless sensor networks have
already been analyzed for various scenarios, as shown in the previous subsection. In this
paper, we present the performance analysis of the wireless sensor network with the ground-
based power beacon. Differently from previously published papers, the UAV is utilized
for data collection in an energy-constrained wireless sensor network. The motivation
for this type of system is its importance for industrial applications in the cases where
the ground-based power supply nodes can be enabled, but due to the inaccessibility of
the telecommunication infrastructure in the area, the ground-based data collecting system
represents an issue. To fill this gap, we analyze a PB-assisted wireless sensor network where
data collecting is realized with the help of the UAV. Although energy-constrained UAVs
are also analyzed in the recent literature [30,31], in this manuscript we assume that sensor
network in industrial area is energy limited, while the UAV dedicated for data collecting has
enough energy for the intended purpose, as in [34]. The system performances are analyzed
under the general assumption that the fading in the propagation environment is subject
to Nakagami-m distribution, due to the fact that this distribution encompasses various
channel fading scenarios as special cases. For specified values of parameter m, Nakagami-
m distribution includes Rayleigh distribution (for m = 1), and nonfaded additive white
Gaussian noise (AWGN) channel model (for m→∞). Furthermore, it closely approximates
Rician (m > 1) as well as Hoyt (m < 1) distribution [39,40]. Large values of m refers to the
less-severe fading conditions. In our study we assume the UAV is hovering in the circular
area, where it is randomly positioned [41]. The stochastic analysis of UAV coverage has
been already presented in [42], but the wireless power supply of nodes is not considered.
In this paper, we assume that power transfer from the beacon to the IoT sensor and further
information transfer to the UAV data collector is performed according to the time-switching
(TS) protocol. We assume further that the IoT node is in active transmission mode and
sends information to the UAV, which is uniformly randomly positioned within a circle of a
certain radius at a given height. Hence, the contribution of this paper is as follows:

(1) We consider a novel system by incorporating detailed mathematical and simula-
tion analysis. Derived analytical expressions are corroborated by an independent
simulation model.

(2) The novel closed-form expressions for the outage probability and outage capacity of
the system are derived.

(3) The analytical result for ergodic capacity is derived in the exact closed-form.
(4) Based on the obtained analytical and simulation results we demonstrate the charac-

teristics of the network for various system parameters and propagation conditions
including the randomness of the UAV locations. Those results can be used as a
guidance for the design of UAV data collection system in inaccessible area.

Our system model can be used in industrial zones where access to IoT sensors is
difficult, and the UAV provides the collection of information from the sensors. Furthermore,
the considered system model and given performance analysis can be used in natural
disaster scenarios such as floods or earthquakes, when the UAV is randomly distributed in
the circular disaster area and has a roll of data-collection stations.

2. System and Channel Model

In this paper we analyze the system where the sensor node does not have its own
energy sources and it is supplied with the assistance of the power beacon. We investigate
outage and capacity performances of the system under the assumption that the propagation
environment can be described using the Nakagami-m fading model. It is well known that
it represents a general fading model, which incorporates Rayleigh and Rician fading as
special cases [40]. It is assumed that the UAV is hovering in the circular area defined by [41],
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where it is randomly positioned. The IoT sensor node transfers information to the UAV
data collector according to the TS protocol.

The system presented in Figure 1 is composed of an IoT sensor (S) and a power beacon
(PB) that is used for sensor node power supply, as the sensor node has no alternative
energy sources (such as batteries, for example). As the sensor network is positioned in
an inaccessible area, a UAV is used to collect the information from the sensor node. It
is assumed that during the collecting time interval, the UAV is positioned at a height H
and its position is random within a circle of radius R above the sensor node. The fading
envelopes in the channels from the PB to the source and from the source to the UAV are
denoted by h1 and h2, respectively, while the corresponding distances between the nodes
are equal d1 and d2. The path loss coefficients in the channels from the PB to the source and
from the source to the UAV are denoted by are δ1 and δ2, respectively.

Figure 1. IoT system model with UAV based data collector.

The sensor harvests the RF energy transmitted from the PB based on TS protocol and
further uses the accumulated energy to transmit information to the UAV. According to
the protocol, within the transmission block time of duration T, the sensor harvests the RF
energy from the PB during the first part αT, 0 ≤ α <1, while the remaining time duration
equal (1 − α)T is used to transmit signals to the UAV, as is shown in Figure 2.

Figure 2. EH and information transmission intervals within total block time T.

The total harvested energy at the sensor during the time interval αT is given by

EH = η
PBγ1

dδ
1

αT, (1)

where PB is the transmit power of the beacon, γ1 = |h1|2 denotes the channel power gain
between the PB and the sensor, while η (0 < η < 1) denotes the efficiency of the energy
conversion.

It is further assumed [43] that all energy harvested within one time frame is used for
the information transmission. Therefore, the sensor transmits the information signal s with
the power PS that is equal

PS =
EH

(1− α)T
=

ηα

(1− α)

PB

dδ1
1

γ1. (2)



Drones 2023, 7, 146 5 of 16

The received information signal at the UAV can be expressed as

yUAV =

√
PS

dδ2
2

h2s + n, (3)

where n is the AWGN component at the UAV with the power σ2. The received signal-to-
noise ratio (SNR) at the UAV is then given by

γUAV =
PS

dδ
2σ2

γ2. (4)

where γ2 is the channel power gain of the sensor to the UAV channel, γ2 = |h2|2. Further,
combining previous expression with Equation (2) it can be also written in the following
form

γUAV =
ηα

(1− α)

PB

dδ1
1 dδ2

2 σ2
γ1γ2. (5)

In order to describe the various channel environments, the fading envelopes are
modelled by the Nakagami-m distribution with mean values γi = E{γi}, i = 1, 2, while
corresponding channel gains γi, i = 1, 2 are subject to Gamma distribution with probability
density function (PDF) being equal

pγi (γ) =
mi

mi

γ
mi
i Γ(mi)

γmi−1 exp
(
−miγ

γi

)
, (6)

where Γ(·) denotes Gamma function [44] (Equation (8.31).
For the observed system and a certain fixed position of the UAV, the PDF of the instan-

taneous SNR at the UAV, defined by (5), can be calculated combining equations [45] ((7–46)
and (5–7)) and using [44] (3.471.9). The PDF represents the generalized K distribution [46,47]
and can be expressed in the following form

pUAV(γ) =
2

Γ(m1)Γ(m2)

(
(1−α)m1m2d

δ1
1 dδ2

2 σ2

γ1γ2ηαPB

)m1+m2
2

γ
m1+m2

2 −1

×K−m1+m2

(
2

√
(1−α)m1m2d

δ1
1 dδ2

2 σ2γ
γ1γ2ηαPB

)
,

(7)

where Kβ(·) is the β-th order modified Bessel function of the second kind [44] (8.432.3).

SNR Statistics of UAV with Random Location

In order to collect the information from the sensor, the UAV is located in the flying
area that represents a circle with radius R at the height H. The origin of the circle is centered
directly above the sensor and the UAV distance from the circle origin equal r is uniformly
distributed according to the following PDF [27]

pr(r) =
2

R2 r. (8)

Further, the distance between the sensor and the UAV can be expressed as d2 =√
H2 + r2, so the conditional PDF of the instantaneous SNR at the UAV on r, can be

expressed using (7) as

pUAV(γ|r ) = 2
Γ(m1)Γ(m2)

(
(1−α)m1m2d

δ1
1 (H2+r2)

δ2/2
σ2

γ2γ1ηαPB

)m1+m2
2

×γ
m1+m2

2 −1
K−m1+m2

(
2

√
(1−α)m1m2d

δ1
1 (H2+r2)

δ2/2
σ2γ

γ1γ2ηαPB

)
.

(9)
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The PDF of the instantaneous SNR at the UAV is obtained by averaging the conditional
distribution given by (9) over the random variable r with PDF defined in (8) which results
in the following expression

pUAV(γ) =

R∫
0

pUAV(γ|r )pr(r)dr. (10)

After mathematical manipulations given in detail in Appendix A, the PDF of the
instantaneous SNR at the UAV is obtained in the following closed form

pUAV(γ) =
2

Γ(m1)Γ(m2)

(
(1−α)m1m2d

δ1
1 σ2

γ1γ2ηαPB

)m1+m2
2

γ
m1+m2

2 −1 1
δ2R2

×
((

H2 + R2) δ2
2 (

m1+m2
2 + 2

δ2
)G2,1

1,3

(
(1−α)m1m2d

δ1
1 σ2γ

γ1γ2ηαPB

(
H2 + R2) δ2

2

∣∣∣∣ 1− m1+m2
2 − 2

δ2m2−m1
2 , m1−m2

2 ,−m1+m2
2 − 2

δ2

)

−Hδ2(
m1+m2

2 + 2
δ2
)G2,1

1,3

(
(1−α)m1m2d

δ1
1 σ2γ

γ1γ2ηαPB
Hδ2

∣∣∣∣ 1− m1+m2
2 − 2

δ2m2−m1
2 , m1−m2

2 ,−m1+m2
2 − 2

δ2

))
.

(11)

3. Ergodic and Outage Capacity

In this section we present the concise analysis of the ergodic and the outage capacity of
the observed system given in two following subsections. In the first subsection we present
the analysis of the ergodic capacity, that represents important metric for the applications
with no delay limitations. In the second subsection, we provide the analysis of outage
capacity, applicable for delay-limited scenarios [40].

3.1. Outage Capacity and Throughput

In the following part we derive the exact closed-form expression for the outage proba-
bility of the UAV data collecting system that is defined as

Pout(γth) = FUAV(γth) =

γth∫
0

pUAV(γ)dγ. (12)

It is well known that it represents the important performance metric and leads to the
solution for the throughput analysis. Therefore, by substituting the derived Equation (11)
in the definition (12), the outage probability expression is derived in the exact closed-form
using [48] (07.34.21.0084.01) as

Pout(γth) =
2γ

m1+m2
2

th
Γ(m1)Γ(m2)δ2R2

(
(1−α)m1m2d

δ1
1 σ2

γ1γ2ηαPB

)m1+m2
2
((

H2 + R2) δ2
2 (

m1+m2
2 + 2

δ2
)

×G2,2
2,4

 (1−α)m1m2d
δ1
1 σ2γth(H2+R2)

δ2
2

γ1γ2ηαPB

∣∣∣∣∣∣ 1− m1+m2
2 , 1− m1+m2

2 − 2
δ2m2−m1

2 , m1−m2
2 ,−m1+m2

2 − 2
δ2

,−m1+m2
2


−Hδ2(

m1+m2
2 + 2

δ2
)G2,2

2,4

(
(1−α)m1m2d

δ1
1 σ2γth Hδ2

γ1γ2ηαPB

∣∣∣∣ 1− m1+m2
2 , 1− m1+m2

2 − 2
δ2m2−m1

2 , m1−m2
2 ,−m1+m2

2 − 2
δ2

,−m1+m2
2

))
.

(13)

Furthermore, the outage capacity can be evaluated using

Cout =
1

ln 2
(1− Pout(γth)) ln(1 + γth), (14)

while the corresponding throughput is given by

Tout = (1− α)Cout. (15)
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3.2. Ergodic Capacity and Throughput

The ergodic capacity represents the maximum achievable rate averaged over various
fading states. Therefore, based on SNR distribution at the UAV, the ergodic capacity can be
obtained as

Cerg =
1

ln 2

∞∫
0

ln(1 + x)pUAV(x)dx. (16)

Further, by representing natural logarithm function using Meijer’s G-function based on [48]
(01.04.26.0003.01) and substituting (11) in (16), the following equation is obtained

Cerg = 1
ln 2

2
Γ(m1)Γ(m2)

1
δ2R2

(
(1−α)m1m2dδ1

1 σ2

γ1γ2ηαPB

) m1+m2
2

×
((

H2 + R2) δ2
2 (

m1+m2
2 + 2

δ2
)

∞∫
0

x
m1+m2

2 −1
G2,1

1,3

(
(1−α)m1m2dδ1

1 σ2x
γ1γ2ηαPB

(
H2 + R2) δ2

2

∣∣∣∣ 1− m1+m2
2 − 2

δ2
m2−m1

2 , m1−m2
2 ,−m1+m2

2 − 2
δ2

)
G1,2

2,2

(
x

∣∣∣∣∣ 1, 1
1, 0

)
dx

−Hδ2(
m1+m2

2 + 2
δ2
)

∞∫
0

x
m1+m2

2 −1
G2,1

1,3

(
(1−α)m1m2dδ1

1 σ2x
γ1γ2ηαPB

Hδ2

∣∣∣∣ 1− m1+m2
2 − 2

δ2
m2−m1

2 , m1−m2
2 ,−m1+m2

2 − 2
δ2

)
G1,2

2,2

(
x

∣∣∣∣∣ 1, 1
1, 0

)
dx

)
.

(17)

Finally, applying [48] (07.34.21.0011.01) in (17), the exact closed-form analytical expres-
sions for the ergodic capacity is obtained as

Cerg = 1
ln 2

2
Γ(m1)Γ(m2)

1
δ2R2

×
((

H2 + R2)G2,4
5,3

(
γ1γ2ηαPB

(1−α)m1m2d
δ1
1 σ2(H2+R2)

δ2
2

∣∣∣∣∣1, 1, 1−m2, 1−m1, 1 + 2
δ2

1, 2
δ2

, 0

)

−H2G2,4
5,3

(
γ1γ2ηαPB

(1−α)m1m2d
δ1
1 σ2 Hδ2

∣∣∣∣1, 1, 1−m2, 1−m1, 1 + 2
δ2

1, 2
δ2

, 0

))
.

(18)

Then, the achievable throughput is given by

Terg = (1− α)Cerg. (19)

4. Numerical Results

In the following part the important system performance metrics are analyzed and their
dependence on the system and channel parameters are examined. In order to demonstrate
the accuracy of the derived analytical expressions, the results are corroborated with the
results obtained by an independent simulation method. The obtained results are presented
in the Figures 3–12. For the channel from the PB to the source and from the source to the
UAV the fading envelope waveform sequences with N = 108 samples are generated. Then,
the analyzed performance metrics are evaluated by averaging over successive channel
realizations. The obtained numerical results are compared with the derived analytical
expressions for the outage probability, the outage capacity and the ergodic capacity given
by expressions (13), (15) and (19), respectively. The parameters used for the analytical and
simulation results are PB = 30 dBmW, m1 = 2.1, m2 = 2.8, δ1 = δ2 = 2.7, η = 0.9, σ2 = 10−8 mW,
unless otherwise indicated in the figures.

In Figure 3 we present the dependence of the outage probability on the height H and
the size R of the circular area where the UAV is randomly positioned. It can be observed
that the outage probability increases for larger height values. This is in accordance with the
expectations as the raise of the height value directly increases the instantaneous distance
between the sensor and the UAV and the corresponding path losses. Further, if the UAV
is uniformly distributed within the circular shaped area of a larger radius it will be more
often located at the positions farther from the sensor, resulting in the larger instantaneous
sensor-to-UAV distances and the higher propagation losses. The influence of the surface
size on the outage performance is more noticeable when the UAV is positioned at a lower
height. In that case, the increase of R has dominant influence on the increase of the distance
d2, and therefore on the system performance degradation.
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Figure 3. The outage probability dependence on the UAV height H and radius R.

The dependence of the outage probability on the distance between the PB and the
sensor node is presented in Figure 4, for various values of time-switching coefficient
α and various UAV heights. In this case the specific scenario is analyzed, where the
total reachable distance from power beacon equal d1 + R remains constant. One can
observe that the highest outage probability is obtained when distance d1 and radius R
are approximately equal, while smaller values are obtained when either PB-S distance or
radius have small values. These results can show that a trade-off between these parameters
can be achieved depending on the application. Further, for larger value of time-switching
coefficient the outage probability decreases as sensor node is supplied with larger amount
of energy and it is used within the correspondingly shorter interval, which results in the
increased total sensor transmit power. In addition, for the case when the sensor is located
closer to PB, the collected power is higher and the influence of height H on the outage
performance is negligible. However, at longer PB-S distances, at low sensor transmitted
power, performance degrades with increasing height.

Figure 4. The outage probability dependence on the distance between the PB and S, d1 + R = 150 m.

In Figure 5, the impact of the height H on the outage probability is investigated, for
various values of the path loss coefficient (δ2 = 2.7 and δ2 = 2 for the free space environment)
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and various values of fading parameter on S-to-UAV channels. We examined the case
when H + R = 50 m and observed the effects of trade-off between H and R values. As
is expected, higher values of path loss coefficient result in the increase of the outage
probability. Furthermore, when the fading parameter m2 increases, the fading severity of
the S-to-UAV channel decreases, which further leads to better system performance. The
results obtained by keeping the value of H + R constant show that in this scenario there is
an optimal value of H that leads to the minimum value of outage probability.

Figure 5. The outage probability dependence on the UAV height H and propagation parameters, H +
R = 50 m.

The contour plots of outage probability are presented in Figure 6a,b, for the cases
when H + R = 50 m and d1 + R = 100 m, respectively. The influence of H and R values
for the fixed sum H + R = 50 m shows the existence of maximum distance d1,max between
the PB and the sensor node at a certain height H in order to obtain the defined value of
outage probability. The trade-off between d1 and R when d1 + R = 100 m is presented in
Figure 6b. Obtained results show that in order to obtain the outage probability smaller
than 10−2 at distances d1 < 40 m, the height H where the drone is positioned can be up to
40 m. However, at longer PB-to-S distances d1, the height H of UAV data collector should
not exceed approximately 25 m to achieve an outage probability smaller than 10−2.

The outage throughput is presented in Figure 7 as the function of the time-switching
parameter α for various distances between the sensor node and the power beacon. It can be
observed that the larger distance d1 results in smaller outage throughput and higher value
of optimal time-switching coefficient that maximizes throughput for the fixed remaining
parameters.

The throughput Tout in the function of the time-switching parameter α is given in
Figure 8, for various values of UAV altitude and various ratio of d1 and R. For higher
values of altitude H, when the sensor is closer to PB, it takes less time to charge the sensor,
i.e., the maximum value of Tout is obtained for a smaller optimal value of time-switching
coefficient. At lower altitudes (H = 10 m), throughput is higher due to the smaller distance
d2, the sensor needs less energy to send information, so the optimal value of time-switching
coefficient is smaller. Moreover, it can be seen in this case that a smaller value of R leads to
larger value of throughput Tout.
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Figure 6. The dependence of outage probability on d1 and H: (a) H + R = 50 m; (b) d1 + R = 100 m.

Figure 7. The outage throughput dependence on the time-switching coefficient α, for various values
of d1.

Figure 8. The outage throughput dependence on the time-switching coefficientα, for various values
of H.
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The ergodic throughput is presented in the contour Figure 9, as the function of time-
switching coefficient α and distance d1. The analysis is done for the fixed sum d1 + R
= 150 m. The altitude of UAV data collector is set to 10 m. According to the obtained
results, the trade-off between d1 and R can make a large impact on the obtained system
performances. Regardless of the system geometry, in order to ensure a throughput greater
than 2 b/s/Hz, it is necessary to use the time-switching coefficient α in the range (0.2, 0.5).
At small PB-to-sensor distances, i.e., d1 less than 30 m (the UAV’s coverage area is within
the circle of radius R > 120 m), a throughput greater than 2 b/s/Hz is achieved when the
sensor charging time is less than 0.8 T. Moreover, the required throughput is achieved by
reducing the radius R of the circular coverage area, and if the sensor is farther from the PB,
the longer charging time compensates for the larger distance.

Figure 9. The ergodic throughput dependence on the time-switching coefficient α and d1, for d1 + R =
150 m.

In Figure 10, the ergodic throughput is presented as the function of the time-switching
coefficient α, and presented for various values of the path loss coefficient in the S-to-UAV
channel. The results are also given for various values of UAV altitude H and the fixed sum
H + R = 50 m. In accordance with the expectations, the higher values of ergodic throughput
are achieved at lower UAV altitudes. The dependence of Terg on the time-switching
coefficient α is not straightforward, as larger value of α implies longer charging time and
higher value of receive SNR at the UAV, but reduces the time dedicated for information
transfer. The optimal value of time-switching coefficient that maximizes performances can
be determined and in the observed scenario it is smaller for lower height H and path loss
δ2 values. Furthermore, the maximum throughput is achieved for a smaller time-switching
coefficient α and UAV height values. This is a consequence of the smaller distance d2
between the sensor and the UAV, but also a longer time dedicated for information transfer.
For smaller values of α, the trade-off between H and R is clearly visible, while for larger
values of α, the influence of the trade-off between H and R diminishes due to dominant
influence of information transfer time (1 − α)T.

Based on derived closed-form expressions for outage throughput (15) and ergodic
throughput (19), optimal system parameters can be determined. By differentiating equation
with respect to time-switching coefficient α and by equating it to zero, the optimal sensor
charging time is numerically evaluated.

In Figure 11. optimal values of time-switching coefficient that maximizes outage
throughput are obtained for different PB-to-sensor distance d1 and fixed sum d1 + R = 100 m.
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The optimal charging times are calculated for different values of path loss exponent of
sensor-to-UAV link and for various UAV altitudes. In the case of free space sensor-UAV
environment (δ1 = 2), the impact of the height H on the optimal charging time is less
significant when compared to the propagation environment with δ2 = 2.7. For low UAV
altitude values equal to H = 10 m, the equal vales of maximum throughput can be achieved
for the same optimal value αopt = 0.125 and two different set of parameters, i.e., for
d1 = 40 m and R = 60 m and for d1 = 65 m and R = 35 m. For the highest value of H, the
optimal time-switching coefficient αopt increases with the raise of distance d1.

Figure 10. The ergodic throughput dependence on the time-switching coefficient α for various values
of UAV altitude and path loss coefficient, for H + R = 50 m.

Figure 11. Optimal value of time-switching coefficient α for outage throughput, for various values of
UAV altitude and the sensor-to-UAV path loss coefficient, d1 + R = 100 m.

The values of sensor charging time for achieving maximal ergodic throughput are
presented in Figure 12. Results are obtained for various values of the path loss exponents in
the PB-to-sensor and the sensor-to-UAV link, while UAV altitude is varied for the constant
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sum H + R = 50 m. In accordance with the expectations, the optimal time-switching
coefficient αopt is increasing with the raise of H. Practically, the corresponding charging
time of the sensor is rising in that case. The optimal value αopt reaches its minimum for the
smaller value of H, when charging can be shortened due to smaller PB-to-sensor distances.
The increase of the path loss in the PB-to-sensor link leads to longer charging time.

Figure 12. Optimal value of time-switching coefficient for ergodic throughput, for various values of
path loss coefficients, H + R = 50 m.

5. Conclusions

In this paper we analyzed the performance of an industrial IoT system where the
energy-constrained node is assisted with a power beacon. The data collection is based
on UAVs, as the IoT node is positioned in an inaccessible location with no available
communication infrastructure. We have derived the closed-form results for the outage
probability, the outage capacity and the ergodic capacity of the system, taking into account
the randomness of the UAV position within a circle of a certain radius. The correctness of
the derived analytical expressions is verified by an independent simulation method.

Based on the presented results, we have investigated the influence of the channel
parameters on the system performance, as well as the impact of system parameters such
as the energy harvesting time-switching ratio, area coverage size, UAV height and UAV
distance from the power beacon. The provided analysis represents the basis for determining
parameters adequate for the environment where the system is realized with possible
limitations, as targeted throughput performances can be obtained with different system
parameters. Based on the analysis, the optimal sensor charging time values that maximize
the outage throughput as well the ergodic throughput are determined. The influence of the
charging time (i.e., the time-switching coefficient) on the obtainable outage and ergodic
throughput is twofold. The longer charging implies higher accumulated energy at the
sensor and larger SNR values at the UAV, but lowers the time dedicated for information
transfer and corresponding obtainable throughput. The obtained results show that the
optimal time-switching coefficient is higher for larger distances d1 from the power beacon
and larger UAV heights H, as the needed charging time is longer due to larger path losses.
However, the obtainable throughput in these cases is lower. When the sum of UAV height
and radius of UAV movement is considered to be constant, the ergodic capacity is lower
for a higher height H. The obtained results can be a valuable guideline for the design of
industrial systems without any available communication infrastructure, in the design of the
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systems affected by natural disasters and data acquisition systems for monitoring critical
toxic parameters.
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Appendix A

By substituting (8) and (9) in (10), we obtain

pUAV(γ) = 4
Γ(m1)Γ(m2)R2

(
(1−α)m1m2d

δ1
1 σ2

γ1γ2ηαPB

)m1+m2
2

γ
m1+m2

2 −1

×
R∫
0

(
H2 + r2) δ2(m1+m2)

4 K−m1+m2

(
2

√
(1−α)m1m2d

δ1
1 (H2+r2)

δ2/2
σ2γ

γ1γ2ηαPB

)
rdr.

(A1)

To find a closed-form expression for the PDF of the SNR at the UAV, in the following
integral

I =
R∫

0

(
H2 + r2

) δ2(m1+m2)
4 K−m1+m2

2

√
(1− α)m1m2dδ1

1 (H2 + r2)
δ2/2

σ2γ

γ1γ2ηαPB

rdr, (A2)

we introduce a change of variables y =
(

H2 + r2) δ2
2 . Further, we obtain

I =
2

δR2

(H2+R2)
δ2
2∫

Hδ2

y
m1+m2

2 −1+ 2
δ2 K−m1+m2

2

√
(1− α)m1m2dδ1

1 σ2γ

γ1γ2ηαPB
y

dy. (A3)

By using the transformation of modified Bessel function of the second kind into
Meijer’s G-function [48] (03.04.26.0008.01), the integral I can be further expressed as

I = 1
δ2R2

(H2+R2)
δ2
2∫

Hδ2

y
m1+m2

2 −1+ 2
δ2 G2,0

0,2

(
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2
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1 σ2γ

γ1γ2ηαPB
y
∣∣∣∣ −

m2−m1
2 , m1−m2

2

)
dy.

(A4)
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Then, applying [48] (07.34.21.0084.01) the closed-form solution for I is obtained

I = 1
δ2R2

1

(H2+R2)
− δ2

2 (
m1+m2

2 + 2
δ2

)

×G2,1
1,3

(
(1−α)m1m2d

δ1
1 σ2γ

γ1γ2ηαPB

(
H2 + R2) δ2

2

∣∣∣∣ 1− m1+m2
2 − 2

δ2m2−m1
2 , m1−m2

2 ,−m1+m2
2 − 2

δ2

)
− 1

δ2R2
1

H
−δ2(

m1+m2
2 + 2

δ2
)

×G2,1
1,3

(
(1−α)m1m2d

δ1
1 σ2γ

γ1γ2ηαPB
Hδ2

∣∣∣∣ 1− m1+m2
2 − 2

δ2m2−m1
2 , m1−m2

2 ,−m1+m2
2 − 2

δ2

)
.

(A5)

By substituting (A5) in (A1) the closed-form PDF is derived and presented in
expression (11).
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