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Abstract: In recent years, multi-rotor unmanned aerial vehicles (UAV) have been widely applied
for various applications; however, they are yet to be as commonly utilized in certain industrial
transportation applications. Thus, this work designed and implemented a reference model-based
integral sliding mode control (SMC) method applied to the velocity controller of a multi-rotor UAV.
The designed controller was compared with an integral SMC scheme, and then the controller and
modeling robustness were verified. Finally, the proposed method was applied to an industrial
six-rotor UAV. Three experiments involving target-tracking, fixed-point hovering, and robustness
verification were executed. A load of approximately 81.5% of the UAV’s self-weight was used to
verify the robustness of the proposed scheme against parameter uncertainty. This work will serve as
a meaningful reference for the application of the SMC in practical industrial applications.

Keywords: sliding mode control; parameter uncertain; reference model; velocity control

1. Introduction

With the increase in the popularity and adoption of unmanned aerial vehicles (UAVs),
many successful cases have emerged that show that the application of UAV technology
can effectively solve problems in traditional production applications. A mere simple flight
cannot meet the demands of today’s society. Instead, modern applications that require
capabilities such as carrying different types of equipment, autonomous flight in different
environments, and performing specific tasks are more attractive; these include applications
such as logistics and transportation [1], plant protection [2], and power inspection [3]. The
application of UAVs relies on trajectory planning and target tracking. Trajectory planning
helps calculate a safe and optimal path in the environment, and the controller ensures that
the UAV flies along the planned route. Therefore, a well-designed controller that is accurate
and robust against parameter uncertainty is critical.

A classic multi-rotor UAV is a typical underactuated system that has the characteristics
of being nonlinear and robust coupling [4]. During flight, there will be interference from
the environment, such as wind, air pressure, and humidity changes. In addition, carrying
different equipment during various tasks is essential, which introduces uncertainty in
parameters. Due to the underactuated characteristic, the control system design usually
adopts a cascaded structure. Heading control is usually considered separately due to
the differential flat property [5]. After extensive research and development, in addition
to proportional–integral–derivative control (PID) [6,7], various schemes have also been
proposed to improve the flight stability and robustness, such as active disturbance rejection
control [8], intelligent control [9], robust control [10], and sliding mode control (SMC) [11].

SMC is an effective technique to deal with complex nonlinear systems with uncer-
tainties and disturbances [12,13]. It has been widely used in UAV controller design due to
its fast response and anti-disturbance ability [14–19]. Regarding the position and attitude
control, Noordin et al. proposed a sliding mode adaptive PID controller applied to a micro
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air vehicle (MAV) with a mass less than 0.1 kg [20]. A model-free SMC design has also been
realized; Precup et al. proposed two model-free SMC design schemes [21], while Abro et
al. proposed a model-free SMC combined with fuzzy strategies [22]. To cope with sensor
noise and random disturbance, Jing et al. designed a nonlinear SMC connected with a
disturbance observer and verified it in the PX4 simulation environment [23]. In [24], the
model uncertainty and disturbance were considered. Maurya et al. used fractional-order
SMC to design the attitude and position controller; they verified its effectiveness with a
hovering and trajectory tracking simulation. However, the aerodynamic effect was not
included in the simulated environment because it is unknown; moreover, the scheme is yet
to be verified for actual flight.

Ríos et al. proposed a tracking strategy consisting of a finite-time sliding mode ob-
server, a PID controller, and a continuous sliding mode controller. The author focused
on the position and attitude control and verified the effectiveness via trajectory tracking
experiments [25]. Regarding attitude control, Derafa et al. designed and implemented a
second-order sliding mode technology that is robust against bounded external disturbances
and is based on the super-twisting algorithm [26]. Muñoz et al. proposed an improved
super-twisted sliding mode controller for altitude control. They compared it with three
second-order SMC methods in a simulated as well as an actual environment, and the exper-
iments showed that the enhanced scheme is robust against disturbances [27]. Although the
aforementioned techniques have proven effective in real-world UAV systems, their impact
on parameter uncertainty has yet to be validated.

In [28], Mu et al. proposed an integral synovial film control to realize the waypoint
flight of a UAV under model uncertainty and external disturbance. During the experiment,
a weight of 0.17 kg (12.1% of the UAV weight) was considered as the parameter uncertainty.
After increasing the 0.17 kg payload, the mean square error of its tracking error increased
by 14.5%. Similarly, Wang et al. proposed a non-cascade adaptive SMC trajectory tracking
control. In the verification process, loads equivalent to 10% (0.1 kg) and 20% (0.2 kg) of
the UAV self-weight were used as the uncertain parameters [29]. An increase of 0.2 kg in
the payload resulted in a significant decline in the X-Y plane tracking performance of the
UAV. Further payload additions can alter the dynamics of the drone, particularly if the
weight distribution shifts drastically. This change in dynamics can result in a decrease in the
controller performance, as confirmed by the experiments in references [28,29]. To the best of
our knowledge, researchers are yet to find any solutions and applications related to multi-
rotor UAVs that can accommodate high payloads (more than 50% of a UAV’s self-weight)
without sacrificing the flight performance, which are useful in industrial applications. There
are some commercial drones that can tolerate large payload changes [30], but their flight
data and control systems have not been published yet, and it is unknown how well they
can maintain their flight performance in the face of payload changes.

With the aim of developing a velocity control method for UAVs that is robust against
parameter uncertainty, we implemented and tested a reference model integral SMC
scheme [31] based on a data-driven model. Our approach, distinct from previous
studies [19] that relied on accurate dynamic models, utilized flight data to derive the
data-driven model. The results of our simulations and experiments demonstrate the effec-
tiveness of our method. Our work has three main contributions:

1. By focusing on parameter uncertainty, we implemented and verified an integral
sliding mode velocity control scheme based on a reference model that can maintain
stability, even with significant changes in parameters;

2. The complete design process is explained. Based on the steps provided herein, the
proposed method can be easily implemented in various UAV systems and controllers;
thus, it is not limited to the velocity controller;

3. The robustness of our model to errors was confirmed through a large number of
simulations and flight tests. We altered the verification and controller design models
to verify their robustness and compared the results with an LQR-based integral SMC
scheme in simulations. The target-tracking, hovering, and robustness verification
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experiments were then conducted on a six-rotor UAV. The robustness verification
results indicate that the proposed scheme can accommodate up to 81.5% of a payload
change without compromising the tracking performance.

The rest of this paper is organized as follows: We analyze and deduce the velocity
dynamic motion in Section 2. Section 3 details the components of the proposed method. In
Section 4, the detailed design process is shown, and then the designed controller is used for
the simulation and actual flight verification. The conclusions and future plans are discussed
in Section 5.

2. Problem Formulation
2.1. Velocity Tracking Control

Before the actual analysis, a brief introduction to the structure of a UAV control system
will be helpful. Due to the underactuated characteristic, a form of multi-stage series is
usually adopted in the control system design. For PX4, a classic open-source system, the
control system can be categorized under four parts: position control, attitude control,
stabilize control, and motor output. It is worth noting that the position controller in PX4
contains two components: velocity target calculation and attitude target calculation. This
work is aimed at the latter.

The velocity controller relies on a well-designed closed-loop attitude system, which
means that the attitude system is included in the design process. The target velocity is the
controller’s input, which can be obtained from the velocity target calculation in the position
controller or the ground station command.

2.2. Velocity Dynamics

The movement of a multi-rotor UAV relies on the rotation speed of each rotor and
propeller. It can maintain different attitudes to realize movement by adjusting the lift force.
During horizontal flight movement, the fuselage will remain tilted, as shown in Figure 1.

Figure 1. Multi-rotor UAV in flight.

Implementing the mechanical analysis of the UAV in the tilted position, the vertical
component of the lift cancels the gravity, whereas the horizontal portion cancels the air
resistance to provide power for the movement. Neglecting kinematic coupling and assum-
ing that the attitude is within a small range (±0.5 rad) [22], the dynamic of the UAV can be
expressed as

ma = mgθ − Cvv2, (1)
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where m is the mass, a represents the dynamic acceleration, g denotes gravity, θ is the
attitude corresponding to the movement, Cv is the air resistance, and v denotes the real-
time velocity. Coefficient Cv will be affected by factors such as the movement velocity, the
rotating acreage of propellers, and the tilt angle. For simplicity, it can be assumed to be
constant. Thus, Equation (2) can be derived from obtained (1):

ȧ = gθ̇ − 2Cv

m
v (2)

As discussed in Section 2.1, the attitude system is included in the velocity dynamic. In
the case where the target attitude can be accurately tracked, and consequently the attitude
closed loop can be simplified as a standard first-order inertial system, the relationship
between target attitude θr and the real-time attitude θ can be established as:

θ̇ =
KAttθr − θ

TAtt
. (3)

KAtt and TAtt are the parameters of the first-order inertial system. Combining
Equations (2) and (3), the velocity dynamic can be expressed as

ȧ = − g
TAtt

θ − 2Cv

m
v +

gKAtt
TAtt

θr. (4)

In addition, the measured result (the velocity with time delay) of the velocity sensor
has an inherent time delay td; thus, it can be considered as the extended state. Selecting
attitude θ, dynamic acceleration a, real-time velocity v, and delayed velocity vd as system
states X, and using target attitude θr as the system input u, Equation (4) can be rewritten as:{

Ẋ = AX + Bu,
Y = CX,

(5)

among them,

A =


− 1

TAtt
0 0 0

− g
TAtt

− 2Cv
m 0 0

0 1 0 0
0 0 1

td
1
td

, B =


KAtt
TAtt

g KAtt
TAtt
0
0

, C =

[
1 0 0 0
0 0 0 1

]
, (6)

where td depends on the velocity measurement sensor.

3. Velocity Controller Design
3.1. Proposed Method Structure

The structure of the proposed method is shown in Figure 2. It consists of a Kalman
filter, reference model, and sliding mode controller.

The Kalman filter is used to filter sensor data and estimate dynamic acceleration, which
is difficult to measure directly. The design of the reference model can effectively avoid any
abrupt target change. It can also calculate the target change rate, and the change rate can
be considered the target of the dynamic acceleration. Finally, the obtained information and
the integral of the system error are used to design the controller, and the controller output
is used as the attitude target.



Drones 2023, 7, 130 5 of 21

MR-ISMC

UAV

Kalman

Reference Model

-

+

-

+

mY
mX

X̂

Ŷ
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Figure 2. The proposed method’s structure.

The specific design process of each component is described below.

3.2. State Estimator

Most feedback states can be measured directly, except dynamic acceleration. UAVs
inevitably vibrate during flight, which becomes more evident as their size increases. This
problem is unavoidable in industrial applications. Therefore, a method capable of esti-
mating unknown states and filtering the original sensor data is required. A steady-state
Kalman filter was selected for this task.

The steady-state Kalman filter can be regarded as a multi-input linear system, where
the estimation result is composed of multiple input data. The contribution of a single input
data to the final estimation result can be calculated independently [32]. Considering the
dynamics (Equation (5)) of Gaussian noise w on the input and the output measurement
noise v, the discrete system can be described as:{

Xd(t + 1) = ΦXd(t) + Γu(t) + Γw(t),
Yd(t) = HXd(t) + v(t).

(7)

The steady-state Kalman filter was designed according to Equation (7), and its state
update and measurement update processes are shown in Equations (8) and (9), respectively.

X̂d(t + 1|t) = ΦX̂d(t|t− 1) + Γu(t), (8)

X̂d(t|t) = X̂d(t|t− 1) + M(Ŷd(t)− HX̂d(t|t− 1)),
Ŷd(t|t) = HX̂d(t|t),

(9)

where M is the optimal innovation gain and is used to minimize the estimation error under
the noise covariance Q = E(w(t)w(t)T) and R = E(v(t)v(t)T). Under ideal conditions, the
error-free estimation of X can be realized. Thus, we assumed that X̂ = X holds in the
controller design process.

3.3. Reference Model

The SMC method calculates a large output to ensure robustness when facing harsh
targets. However, in the UAV velocity control system, a larger output translates to a larger
attitude target, which can be dangerous, especially in industrial applications. Thus, a
reference model is used by arranging the transition process to avoid harsh targets.
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Similar to Equation (5), the reference model can be designed as:{
Ẋm = AmXm + Bmr,
Ym = CmXm.

(10)

The original velocity target r is the input of the reference model system,
state Xm = [ θm am vm ] corresponds to X. The delayed velocity vd is not considered in
Equation (10) because the main function of vd is to verify the estimator. The input matrix
Bm is related to B and satisfies Bm = B3×1K1, B3×1, which represents the sub-matrix of the
first three rows and the first column in B. While the sub-matrixes of state space Am and A
have the same structure, Cm is similar to the sub-matrix of C:

Am =

 km0 0 0
km1 km2 km3
0 1 0

, Cm =
[

0 0 1
]
. (11)

In Equation (11), km0, km1, km2, and km3 are negative constants, which can be obtained
through debugging and satisfy the constraints

B3×1K2 = Am − A3×3. (12)

For the original target r, the reference model output will catch up to the target within
a limited time. This means that the system output Ym will be consistent with the input r,
and that Xm will not change when the time tends to infinity, which means that Ẋm = 0,
Ym = r. Combining this with the reference model, Equation (13) can be obtained.

Cm A−1
m Bmr = Cm A−1

m B3×1K1r = r (13)

Then, K1 = −(Cm A−1
m B3×1)

−1 can be obtained, and the input matrix of the reference
model can also be expressed as:

Bm = −B3×1(Cm A−1
m B3×1)

−1. (14)

The above process shows that Bm can be obtained by Am, and Cm in the reference
model is similar to the output matrix in Equation (5). Therefore, the concrete effect of
the reference model can be tuned by choosing appropriate parameters for km0, km1, km2,
and km3.

3.4. Integral Sliding Mode Control

After the state estimator and the reference model were designed, the SMC was
used to design the velocity controller of the UAV. In this regard, the feedback state
X = X̂ is assumed, and the error between the feedback state and the reference state Xm is
eX = Xm − X3×1; then, the derivative of the error is

ėX = AmeX + (Am − A3×3)X3×1 + B3×1u− Bmr. (15)

According to the constraints of Equation (12), Equation (15) can be simplified as

ėX = AmeX + B3×1us,
us = −(K2X3×1 + K1r− u).

(16)
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To further improve the target-tracking accuracy and stability, the velocity tracking
error integral ei is considered as an extended state to the error dynamics. The extended
error system is expressed in Equation (17):

ės =

[
ėX
ėi

]
=

[
Am 0
Cm 0

][
eX
ei

]
+

[
B3×1

0

]
us

= Ases + Bsus

(17)

The sliding surface σ is represented by Equation (18), and its derivative is included in
Equation (19):

σ = Ses, (18)

σ̇=SAses − SBs(K1r + K2X3×1 − u), (19)

where S =
[

ks0 ks1 ks2 ks3
]

is the parameter corresponding to es. When the state
variable converges to the sliding surface, the equivalent input ueq can be calculated.

ueq = −(SBs)
−1SAses + K1x + K2r (20)

The smooth function (21) is used to replace the sign function in the traditional SMC
method to suppress chattering.

f (σ)=
σ

|σ|+δ
, (21)

where δ is a relatively small positive number; then, usw can be represented as

usw = Kn f (σ). (22)

Kn = −c(SBs)−1 is the gain coefficient and c > 0 in Kn is the adjustable gain. The final
output of the proposed reference model-based integral SMC is

u = ueq + usw. (23)

To verify the stability of the control output (23), the Lyapunov function can be
defined as

V =
1
2

σ2. (24)

The time derivative of Equation (24) is V̇ = σσ̇; combining Equations (19)–(23), the
derivative form can be expanded as

V̇ = σσ̇

= σ[S(−BsK2X + Ases + Bsu− BsK1r)]

= σ[−SBsK2X + SAses + SBs(K2X + K1r− (SBs)
−1SAses + Kn f (σ))− SBsK1r]

= σ[−SBsK2X + SAses + SBsK2X + SBsK1r− SBs(SBs)
−1SAses + SBsKn f (σ)−

SBsK1r]

= σ[SBsKn f (σ)]

= σ[SBs−c(SBs)
−1 f (σ)]

= −cσ f (σ)

(25)

Because σ f (σ) > 0 and c > 0, the conclusion V̇ 6 0 can be drawn; thus,
when V̇ ≡ 0, σ ≡ 0, according to LaSalle’s invariance principle, the proposed controller is
asymptotically stable.
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The design process of the proposed method can be summarized as follows:

Step 1. Obtain the model first. Collect the flight data to fit the system model.

Step 2. The next step involves designing the state estimator. Set the covariance matrix and
implement the state estimator.

Step 3. Then, design the reference model. Tune the parameters to adjust Am, and then
design the reference model using Equations (11) and (14).

Step 4. Finally, implement the controller. Select the parameters S, c, and δ, and then the
controller can be designed according to Equations (20), (22), and (23) by combining
the data of the fitted model and the reference model.

4. Simulation and Experiment
4.1. Experiment Platform

The proposed scheme was established in a six-rotor UAV with a wheelbase of 960 mm
for verification, as shown in Figure 3.

Figure 3. Six-rotor UAV platform.

The UAV was established using an open-source frame, and the flight control system
used was developed by our laboratory, including the IMU modules, GNSS modules, MAG
modules, data recording module, power module, LED, and central module. The central
module was designed based on STM32F4, while the flight control system structure was
implemented based on PX4. In addition, we installed a real-time differential positioning
device (RTK) on the UAV to obtain a high-precision real-time velocity and position.

4.2. RM-ISMC Design Process

This section will describe the design process of our method in detail, taking the velocity
controller in the Y-axis direction as an example.

Step 1. Obtain the model first.

The data-driven models can be obtained by fitting the flight data. For this, the Y-axis
velocity measured by the GNSS sensor, roll, and roll target is necessary. In the Ident-Box of
MATLAB, the feedback and target of the roll are used to fit the attitude closed-loop system;
subsequently, KAtt and TAtt can be obtained.

After the attitude closed-loop system is obtained, Cv can be obtained via debugging.
The parameter Cv can be adjusted by comparing the delayed velocity of the simulation
output with the measured value. The final simulation model output is shown in Figure 4,
and the specific values of each parameter are shown in Table 1.
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Table 1. Velocity model parameters.

Parameter Value Unit

m 5.96 kg
g 9.81 N/kg

KAtt 0.93 -
TAtt 0.27 -
Cv 0.01 -
td 0.2 second

Figure 4. UAV mathematical model verification: (a) represents attitude verification, and (b) is the
verification of the delayed velocity. Under the same attitude target, the red line is the recorded
measurement value, while the blue line is the output of the fitted model.

In Figure 4a, the red line is the measured value during the flight, while the blue line
is the simulation output of the fitting model; under the same roll target, the fitting model
output is consistent with the roll during flight. However, there are certain deviations in the
delayed velocity, as shown in Figure 4b. The primary reason for this is that Cv is obtained
by tuning, and the slight model deviation can be ignored, which will be verified later. The
parameters in Table 1 can be considered to characterize the velocity model (Equation (5)).

Step 2. Designing the state estimator.

The noise covariance was selected as Q = 0.1, R = [0.1, 10], and combining the fitted
velocity model, the steady-state Kalman filter was established. The target attitude, attitude,
and velocity were selected as the inputs. This process was implemented using the Kalman
function in MATLAB.

Figure 5 shows the estimated results, where Figure 5b,c show the dynamic acceler-
ation and velocity changing under the input. The red lines in Figure 5a,d represent the
measured roll and velocity, respectively, and the estimated results coincide exactly with the
measured data. Therefore, the estimated dynamic acceleration and the real-time velocity
are completely trustworthy.

Step 3. Design the reference model.

The parameters used in the reference model are tuned to km0 = 15, km1 = 40, km2 = 3,
and km3 = 2; then, Bm can be calculated. Taking a step signal of 5 m/s as an example, the
output of the reference model is shown in Figure 6.
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Figure 5. State estimation verification: (a) represents attitude, (b) is the estimated dynamic accelera-
tion, (c) is the real-time velocity, and (d) represents the velocity measurement with time delay; the
estimated results in (a,d) are consistent with the measurement.

Figure 6. Reference model output of 5 m/s step reference.

The red line in Figure 6a is the original target velocity and the blue curve is the
processed reference velocity; the acceleration reference shown in Figure 6b is also planned
simultaneously. The transition process can be completed within 6 s. The specific tracking
time can be adjusted by changing the parameters in Am.

Step 4. Implement the controller.

For the mathematical model (5), c = 1.6, δ = 0.2, and S = [−0.5268, 0.3255, 0.9954,
0.5511] are the tunable parameters, and the performance for tracking the 5 m/s step is
proposed in Figure 7.

From Figure 7a,b, the velocity and acceleration can adequately track the relevant target,
and the tracking process is completed within 6 s, which is consistent with the reference
model simulation results. From Figure 7c, it can be seen that the maximum controller
output is 0.4 rad, which is within the assumed safe range. In addition, there is no chattering
in the process.
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Figure 7. Reference model output of 5 m/s step reference.

4.3. Simulation Validation

To verify the effectiveness of the proposed method, we compared it with a similar
robust control scheme. The scheme in [28] demonstrated that it can accommodate a
10% parameter variation in its weight with a small 1.4 kg UAV. Considering the system
Ẋ = AX + Bθ, the designed controller can be expressed as

uθ = uo + un. (26)

Among them, uo = −FX is obtained through the LQR method mentioned in [33],
un = −ρ(GB)−1 σr

‖σr‖ , G = (BT B)−1BT is related to the model, E = X − X̄ is the error
between the system state and the target state X̄, and ρ > 0 is the modulation gain. σr is the
designed sliding manifold, and its specific form is

σr = GE− GE0 − G
∫ t

0
(AE(τ) + Buo(τ))d(τ). (27)

We designed the controller of the system (Equation (5)) according to Equation (26) and
set the adjustable parameter ρ = 0.01. During the LQR design process, the weight in the
cost function was Rl = 120, and Ql was a diagonal matrix, with eigenvalues [0.5, 0.5, 1].
Taking a step signal of 5 m/s as the target, the tracking effect is shown in Figure 8.

Figure 8. Velocity tracking of the comparison scheme after tuning.

In Figure 8b, a small chatter is induced by the switching function in the sliding
mode algorithm. Nevertheless, the comparison scheme maintains a satisfying tracking
performance under the tuned parameters.

At the same time, a set of well-tuned PID schemes was also considered for the com-
parison, and the parameters were adjusted based on Equation (5). The final tracking effect
is shown in Figure 9.
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Figure 9. Velocity tracking of the tuned PID scheme.

The tracking results in Figures 8 and 9 show that the two contrast schemes can track
the target signal accurately under the adjusted parameters. The contrast and proposed
schemes’ parameters are summarized in Table 2.

Table 2. Controller parameters of the three methods.

Method Derived Parameter Tunable Parameter

A. PID -

Kp = −0.12

Ki = −0.001

Kd = −0.1

B. [28]
F = [−0.0233, 0.0398, 0.0913]

G = [0.003, 0.0293, 0]

ρ = 0.01, Rl = 120

Ql =

 0.5
0.5

1



C. Proposed
K1 = [−0.1424,−0.0880,−0.0586]

K2 = 0.0814

Q = 1, R =

[
0.1

0.1

]
km0 = 15, km1 = 40

km2 = 3, km3 = 2

c = 1.6, δ = 0.2

S = [−0.5268, 0.3255, 0.9954, 0.5511]

4.3.1. Controller Robustness Verification

This work aims to design and verify a UAV velocity controller with a strong parameter
uncertainty robustness suitable for various tasks. Hence, the unknown mass is a standard
feature. For the methods implemented in Table 2, we changed the mass m in Equation (5)
and then recorded the performance of each technique.

Based on the original system, m was reduced and increased, respectively, and marked
as ‘a’ and ‘b’ according to the change order of −2 kg and +2 kg. The tracking results for
Method A and the controller’s output are shown in Figure 10.
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Figure 10. Velocity tracking of Method A under m variation.

After the weight parameter changes, the simulation results showed that Method A
can always track the target. However, the tracking accuracy has apparent differences. From
Figure 10b, it can be seen that the tracking error is close to 0.2 m/s at 15 s in case ‘a’ and
close to 0.1 m/s in case ‘b’.

The simulation results of Method B for the changes in quality are shown in Figure 11.

Figure 11. Velocity tracking of Method B under m variation.

The simulation results for Method B are similar to that for Method A. Method B
can maintain the tracking with an increase in the tracking error, and the sliding output
has different performance values between 4 s and 6 s, as seen in Figure 11c,d and is also
reflected in Figure 11a.

Different from Methods A and B, the parameter changes have little impact on Method
C, as shown in Figure 12. Compared with the two former kinds of tracking error, the
steady-state tracking error differs in the order of magnitude. It can be seen in Figure 12b
that case ‘a’ with the most significant tracking error at 15 s is only 0.002 m/s.

The velocity tracking error of the three methods in all three cases are summarized in
Table 3. It should be noted that the three schemes are mainly used to verify the robustness
of unknown parameters, and indicators such as the rise time are not considered. Therefore,
comparing the three algorithms with their respective initial situations is valuable. Hence,
in the columns for cases ‘a’ and ‘b’, the statistical data represent the changes compared to
the original case.
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Figure 12. Velocity tracking of Method C under m variation.

Table 3. Tracking error of the three methods in all three cases.

Case Ori Case a Case b
Method Mean Variance Mean Variance Mean Variance

A 0.5559 1.2232 +0.0494 −0.0480 −0.0257 +0.0268
B 0.5209 1.2556 +0.0596 −0.0626 −0.0231 +0.0313
C 0.4923 1.2146 −0.0007 +0.0006 +0.0004 −0.0003

It can be seen from Table 3 that the proposed method has clear advantages in the case
of parameter changes. Compared with the original case, the mean and variance of the
tracking error changes are the tiniest. It can be demonstrated that the proposed scheme
shows a satisfactory robustness against the parameter uncertainty.

4.3.2. Modeling Robustness Verification

After the verification in Section 4.3.2, it can be said that the proposed method based on
the original model has a stable performance under the change in m. However, considering
that the method is implemented based on a data-driven model, there is still a need to
explore whether the deviation in the model-fitting process will affect the final controller.

Modifications to the fitted data mimic the biases in the model’s data collection process.
Thus, based on the deviation model, we designed the controller according to the steps
described in Section 4.2 and applied it to the initial model. We simulated two cases denoted
as ‘s1’ and ‘s2’.

In s1, KAtt = 0.8, TAtt = 0.3, and m = 5 kg.
In s2, KAtt = 1.0, TAtt = 0.2, and m = 4 kg.
The selection of the parameters was based on the random adjustment of the original.

The results of the two cases acting on the initial model are shown in Figure 13.
From Figure 13a, it can be seen that the velocity tracking effect is similar to the

original situation in the case of ‘s1’ and ‘s2’. However, Figure 13b,c show that there are
certain differences in the output, calculated by the controller. The change in the sliding
output in Figure 13c sufficiently reflects the strong robustness in the face of unknown
parameters. From the simulation results, the proposed method can be said to be robust
against deviations in the model acquisition process.
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Figure 13. Velocity tracking of Method C designed based on different models.

4.4. Experiment Validation

The proposed method shows a strong robustness in the simulation; however, its
effect on the actual environment needs further verification. Therefore, we arranged target-
tracking, fixed-point hovering, and robust verification experiments. In the experiments, the
PID algorithm was selected for the comparison.

4.4.1. Target Tracking

In the target-tracking experiment, the self-defined velocity target consisted of three
types: sine wave, step about 6.25 m/s, and hover. The experimental results are shown in
Figures 14 and 15.

Figure 15 shows the tracking results of the self-defined target signals. Figure 15b de-
picts the reference and tracking of the velocity. The reference model calculates the reference
signal corresponding to the original target; it can be seen that the estimated velocity can
follow the reference accurately. Figure 15a shows the tracking of the dynamic acceleration.
The UAV keeps hovering at 160 s; however, the estimated dynamic acceleration does not
converge to 0 m/s2. The Kalman estimate result in Figure 14 shows that the roll is 0.1 rad
at the same time. After the analysis, it was found that the deviation in the center of gravity
is a major factor that brings an attitude bias in the hovering. In the state estimation process,
the dynamic acceleration is related to the attitude; thus, the estimated acceleration when
the UAV hovers cannot reflect the actual situation.

Figure 14. State estimation in target tracking: (a,d) show that the estimated result is consistent with
the measurements, (b) is the estimate dynamic acceleration, (c) is the estimates of the velocity; the
blue lines in (b,c) represent the inertial navigation output for reference.
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Figure 15. Results of the target-tracking experiment.

Under the gravity center deviation and the sensor measurement noise, the velocity con-
troller designed with Method A was also implemented. The results of the two experiments
are shown in Figure 16.

In Figure 16, it can be seen that there are no significant differences between the two
methods in terms of the dynamic tracking and hovering. However, for the step response at
27 s and 36 s, the stability of Method A could be better. Due to the deviation in the gravity
center, Method A showed different results for the target value in the opposite direction,
while Method C remained consistent.

Figure 16. Target-tracking performance of Methods A and C.

4.4.2. Fixed-Point Hovering

In the fixed-point hovering experiment, the stability of the proposed method was
verified by the autonomous velocity target calculation with the position controller. The
UAV hovered outdoors with a gust of 3–5 m/s for more than 3 min to avoid randomness in
the experiment. Methods A and C were applied in the same experimental environment and
with the same position controller. The experimental results are shown in Figures 17 and 18.
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Figure 17. Comparison of fixed-point hovering.

Figure 18. Tracking error of position and velocity in hovering.

Figure 17a records the dynamic trajectories of the two methods during the hovering.
In contrast, the blue curve shows more compactness. Figure 17b,c show the two methods’
velocity reference and feedback. In Figure 17b, it can be seen that there are several situations
where the velocity target could not be tracked well, such as 40–50 s, 60–70 s, and 80–90 s. In
contrast, this phenomenon was not found in Figure 17c.

The tracking errors of the position and velocity during the hovering are shown in
Figure 18a,b, respectively. It can be seen that the position error of Method A is more
noticeable compared to Method C, with an average of approximately 0.2 m; further, the
velocity tracking error has a more evident amplitude fluctuation over 100–180 s.

4.4.3. Robust Verification

In industrial applications, UAVs are expected to carry different payloads to accomplish
various tasks. Herein, this process was simulated by adding weights. We added a weight
of 4.86 kg to the bottom plate of the six-rotor UAV, as shown in Figure 19. After adding the
load, the take-off weight changed from 5.96 kg to 10.82 kg.
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Figure 19. Flight with load.

The self-defined target in the target-tracking experiment was used, and the results are
shown below.

Figure 20 shows the velocity tracking of Method A after loading. There is a large gap
between the actual flight and the simulation results. The dynamic model has changed
after increasing the weight to 10.82 kg, and the change is yet to be fully reflected in the
simulation.

Figure 20. Target tracking after load of Method A.

After increasing the load, the dynamic tracking of the continuous sine signal can
still be realized; however, there are noticeable differences in the step situation. From the
controller output in Figure 20b, we can find that the controller outputs smoothly when
tracking the target. However, once the target signal is followed, the controller’s output
becomes extremely unstable.

The tracking of Method C after loading is shown in Figure 21. Compared with the
no-load situation, the noticeable change in the acceleration tracking effect has deteriorated.
Comparing the tracking performance in the same period, the statistics of Method A and C
with and without the payload are shown in Table 4.
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Figure 21. Target tracking after load of Method C.

Table 4. Tracking error of the two methods with and without payload.

Without Payload With Payload
Method Mean Variance Mean Variance

A 0.1079 3.0885 +0.0122 +0.5324
C 0.0759 4.1935 +0.0019 +0.1696

Table 4 shows that compared with the case without the payload, the mean of the
tracking error of Method A increased 11.3%, and the variance increased 17.2% after the
payload was added. However, the mean and variance of the proposed Method C target
only changed 2.5% and 4%, and the velocity can maintain a stable tracking performance.

Figure 22 shows the tracking error between the acceleration and velocity. When the
velocity catches up with the target, it can be kept within ±0.1 m/s of it, as shown by
144–148 s in Figure 22b. Relative to the target velocity of 6.25 m/s, the steady-state error
can be negligible.

Figure 22. Tracking error after load of Method C.

5. Conclusions

In this work, we proposed and implemented a reference model based on an integral
SMC method to deal with the problem of parameter uncertainty, especially concerning
significant load changes. The method consists of a steady-state Kalman filter, a reference
model, and an integral sliding mode controller. The design process was described in
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detail by taking the velocity control as an example. Various simulations, such as the
controller robustness verification under the model variation and the modeling robustness
under the controller parameter variation, were conducted. The robustness against the
parameter uncertainty was verified via a comparison with an LQR-based integral SMC
in the simulation. Finally, we applied our method to a six-rotor UAV and executed three
flight experiments, including target tracking, fixed-point hovering, and robust verification.
In the robust verification, we used an astonishing 81.5% load variation, and under such
conditions, our method still achieved satisfactory results.

The proposed scheme is based on the fitted model that only needs to collect the data
during flying, and the controller is robust to the fitted model. However, the verification
process was conducted in a natural environment, and significant external disturbances
were not considered. As far as we know, the controller stability will be reduced with
an increase in the external disturbance. In addition, our work only verifies the velocity
tracking in the single-axis direction, and the velocity and position in the vertical direction
are not considered. Therefore, the full-axis velocity control for disturbed environments
deserves to be further studied, and the position information will also be considered in our
future research.

Author Contributions: Conceptualization, Q.W. and W.W.; methodology, Q.W.; software, H.L.;
validation, Q.W., and Z.L.; formal analysis, W.W.; investigation, Q.W.; resources, W.W.; writing—
original draft preparation, Q.W.; writing—review and editing, S.S. and A.N. All authors have read
and agreed to the published version of the manuscript.

Funding: This work has received no external funding.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Eun, J.; Song, B.D.; Lee, S.; Lim, D.E. Mathematical investigation on the sustainability of UAV logistics. Sustainability 2019, 11,

5932. [CrossRef]
2. Valente, J.; Del Cerro, J.; Barrientos, A.; Sanz, D. Aerial coverage optimization in precision agriculture management: A musical

harmony inspired approach. Comput. Electron. Agric. 2013, 99, 153–159. [CrossRef]
3. Chang, A.; Jiang, M.; Nan, J.; Zhou, W.; Li, X.; Wang, J.; He, X. Research on the application of computer track planning algorithm

in uav power line patrol system. J. Phys. Conf. Ser. 2021, 3, 1915. [CrossRef]
4. Ullah, S.; Mehmood, A.; Khan, Q.; Rehman, S.; Iqbal, J. Robust integral sliding mode control design for stability enhancement of

under-actuated quadcopter. Int. J. Control Autom. Syst. 2020, 18, 1671–1678. [CrossRef]
5. Faessler, M.; Franchi, A.; Scaramuzza, D. Differential flatness of quadrotor dynamics subject to rotor drag for accurate tracking of

high-speed trajectories. IEEE Robot. Autom. Lett. 2017, 3, 620–626. [CrossRef]
6. Salih, A.L.; Moghavvemi, M.; Mohamed, H.A.; Gaeid, K.S. Modelling and PID controller design for a quadrotor unmanned

air vehicle. In Proceedings of the 2010 IEEE International Conference on Automation, Quality and Testing, Robotics (AQTR),
Cluj-Napoca, Romania, 28–30 May 2010; Volume 1, pp. 1–5.

7. Quan, Q.; Du, G.X.; Cai, K.Y. Proportional-integral stabilizing control of a class of MIMO systems subject to nonparametric
uncertainties by additive-state-decomposition dynamic inversion design. IEEE/ASME Trans. Mechatron. 2015, 21, 1092–1101.
[CrossRef]

8. Dou, J.; Kong, X.; Wen, B. Altitude and attitude active disturbance rejection controller design of a quadrotor unmanned aerial
vehicle. Proc. Inst. Mech. Eng. Part J. Aerosp. Eng. 2017, 231, 1732–1745. [CrossRef]

9. Xu, B. Composite learning finite-time control with application to quadrotors. IEEE Trans. Syst. Man Cybern. Syst. 2017, 48,
1806–1815. [CrossRef]

10. Flores, G.; de Oca, A.M.; Flores, A. Robust nonlinear control for the fully actuated hexa-rotor: Theory and experiments. IEEE
Control Syst. Lett. 2022, 7, 277–282. [CrossRef]

11. Xu, R.; Ozguner, U. Sliding mode control of a quadrotor helicopter. In Proceedings of the 45th IEEE Conference on Decision and
Control, San Diego, CA, USA, 13–15 December 2006; pp. 4957–4962.

12. Utkin, V.; Guldner, J.; Shi, J. Sliding Mode Control in Electro-Mechanical Systems; CRC Press: Boca Raton, FL, USA, 2017.
13. Li, T.; Zhang, Y.; Gordon, B. Investigation, flight testing, and comparison of three nonlinear control techniques with application to

a quadrotor unmanned aerial vehicle. In Proceedings of the AIAA Guidance, Navigation, and Control Conference, Minneapolis,
MN, USA, 13–16 August 2012; p. 4916.

http://doi.org/10.3390/su11215932
http://dx.doi.org/10.1016/j.compag.2013.09.008
http://dx.doi.org/10.1088/1742-6596/1915/3/032030
http://dx.doi.org/10.1007/s12555-019-0302-3
http://dx.doi.org/10.1109/LRA.2017.2776353
http://dx.doi.org/10.1109/TMECH.2015.2497258
http://dx.doi.org/10.1177/0954410016660871
http://dx.doi.org/10.1109/TSMC.2017.2698473
http://dx.doi.org/10.1109/LCSYS.2022.3188517


Drones 2023, 7, 130 21 of 21

14. Ríos, H.; González-Sierra, J.; Dzul, A. Robust tracking output-control for a quad-rotor: A continuous sliding-mode approach. J.
Frankl. Inst. 2017, 354, 6672–6691. [CrossRef]

15. Mu, B.; Pei, Y.; Shi, Y. Integral sliding mode control for a quadrotor in the presence of model uncertainties and external
disturbances. In Proceedings of the 2017 American Control Conference (ACC), Seattle, WA, USA, 24–26 May 2017; pp. 5818–5823.

16. Ahmed, N.; Chen, M. Sliding mode control for quadrotor with disturbance observer. Adv. Mech. Eng. 2018, 10, 1687814018782330.
[CrossRef]

17. Wang, Y.; Wang, N.; Liang, X.; Er, M.J. Fuzzy sliding mode tracking control of the quadrotor unmanned aerial vehicle with
unknown disturbances. In Proceedings of the 2016 IEEE Chinese Guidance, Navigation and Control Conference (CGNCC),
Nanjing, China, 12–14 August 2016; pp. 1132–1137.

18. Razmi, H.; Afshinfar, S. Neural network-based adaptive sliding mode control design for position and attitude control of a
quadrotor UAV. Aerosp. Sci. Technol. 2019, 91, 12–27. [CrossRef]

19. Wang, W.; Ma, H.; Xia, M.; Weng, L.; Ye, X. Attitude and altitude controller design for quad-rotor type MAVs. Math. Probl. Eng.
2013, 2013, 587098. [CrossRef]

20. Noordin, A.; Mohd Basri, M.A.; Mohamed, Z. Position and Attitude Tracking of MAV Quadrotor Using SMC-Based Adaptive
PID Controller. Drones 2022, 6, 263. [CrossRef]

21. Precup, R.E.; Radac, M.B.; Roman, R.C.; Petriu, E.M. Model-free sliding mode control of nonlinear systems: Algorithms and
experiments. Inf. Sci. 2017, 381, 176–192. [CrossRef]

22. Abro, G.E.M.; Zulkifli, S.A.B.; Asirvadam, V.S.; Ali, Z.A. Model-free-based single-dimension fuzzy SMC design for underactuated
quadrotor UAV. Actuators 2021, 10, 191. [CrossRef]

23. Jing, Y.; Wang, X.; Heredia-Juesas, J.; Fortner, C.; Giacomo, C.; Sipahi, R.; Martinez-Lorenzo, J. PX4 Simulation Results of a
Quadcopter with a Disturbance-Observer-Based and PSO-Optimized Sliding Mode Surface Controller. Drones 2022, 6, 261.
[CrossRef]

24. Maurya, H.L.; Singh, P.; Yogi, S.C.; Behera, L.; Verma, N.K. Fractional Order Tracking Control of Unmanned Aerial Vehicle in
Presence of Model Uncertainties and Disturbances. ICINCO 2021, 274–281.

25. Ríos, H.; Falcón, R.; González, O.A.; Dzul, A. Continuous sliding-mode control strategies for quadrotor robust tracking: Real-time
application. IEEE Trans. Ind. Electron. 2018, 66, 1264–1272. [CrossRef]

26. Derafa, L.; Benallegue, A.; Fridman, L. Super twisting control algorithm for the attitude tracking of a four rotors UAV. J. Frankl.
Inst. 2012, 349, 685–699. [CrossRef]

27. Muñoz, F.; González-Hernández, I.; Salazar, S.; Espinoza, E.S.; Lozano, R. Second order sliding mode controllers for altitude
control of a quadrotor UAS: Real-time implementation in outdoor environments.Neurocomputing 2017, 233, 61–71. [CrossRef]

28. Mu, B.; Zhang, K.; Shi, Y. Integral sliding mode flight controller design for a quadrotor and the application in a heterogeneous
multi-agent system.IEEE Trans. Ind. Electron. 2017, 64, 9389–9398. [CrossRef]

29. Wang, T.; Parwana, H.; Umemoto, K.; Endo, T.; Matsuno, F. Non-cascade adaptive sliding mode control for quadrotor UAVs
under parametric uncertainties and external disturbance with indoor experiments. J. Intell. Robot. Syst. 2021, 102, 8. [CrossRef]

30. DJI Agras T30. 2020. Available online: https://ag.dji.com/jp/t30 (accessed on 5 February 2023).
31. Hamayun, M.T.; Edwards, C.; Alwi, H. Fault Tolerant Control Schemes Using Integral Sliding Modes; Springer International

Publishing: Cham, Switzerland, 2016.
32. Yan, J.; Yang, X.; Mo, Y.; You, K. A distributed implementation of steady-state Kalman filter. IEEE Trans. Autom. Control 2022.

[CrossRef]
33. Naidu, D.S. Optimal Control Systems; CRC Press: Boca Raton, FL, USA, 2003.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1016/j.jfranklin.2017.08.024
http://dx.doi.org/10.1177/1687814018782330
http://dx.doi.org/10.1016/j.ast.2019.04.055
http://dx.doi.org/10.1155/2013/587098
http://dx.doi.org/10.3390/drones6090263
http://dx.doi.org/10.1016/j.ins.2016.11.026
http://dx.doi.org/10.3390/act10080191
http://dx.doi.org/10.3390/drones6090261
http://dx.doi.org/10.1109/TIE.2018.2831191
http://dx.doi.org/10.1016/j.jfranklin.2011.10.011
http://dx.doi.org/10.1016/j.neucom.2016.08.111
http://dx.doi.org/10.1109/TIE.2017.2711575
http://dx.doi.org/10.1007/s10846-021-01351-z
https://ag.dji.com/jp/t30
http://dx.doi.org/10.1109/TAC.2022.3175925

	Introduction
	Problem Formulation
	Velocity Tracking Control
	Velocity Dynamics

	Velocity Controller Design
	Proposed Method Structure
	State Estimator
	Reference Model
	Integral Sliding Mode Control

	Simulation and Experiment
	Experiment Platform
	RM-ISMC Design Process
	Simulation Validation
	Controller Robustness Verification
	Modeling Robustness Verification

	Experiment Validation
	Target Tracking
	Fixed-Point Hovering
	Robust Verification


	Conclusions
	References

