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Abstract: Aiming at solving the control problem caused by the large-scale change of the Hypersonic
Glide Vehicle (HGV) parameters, this paper proposes a design method of backstepping variable
structure attitude controller based on Nonlinear Extended State Observer (NESO), with the charac-
teristics of HGV model and the idea of uncertainty estimation and compensation associated. Firstly,
the design of the second-order NESO is studied. Due to the large number of NESO parameters, a
systematic method for determining the second-order NESO parameters is given in this paper, and
the stability of the observer is proved completely using the piecewise Lyapunov analysis. Then,
the NESO-assisted backstepping variable structure attitude controller employs the reduced-order
modeling idea to decompose the whole system design problem into two first-order subsystem design
problem, and classifies the nonlinear dynamic changes caused by the large-scale changes of the
aircraft parameters into the aggregated uncertain terms of the two subsystems. The simulation results
show that the backstepping attitude controller based on NESO can realize the stable and accurate
tracking of the flight attitude when the aircraft parameters change in a large range.

Keywords: hypersonic glide vehicle; attitude control; backstepping; nonlinear extended state observer;
uncertain

1. Introduction

A hypersonic vehicle is a new project of cutting-edge technology being developed in
this century whose flying height can be 20–100 km above the ground in the atmospheric
space. It is an undeveloped near space area which is located below the orbit of low-
orbit satellites and above the flight height of general aircraft, including the stratosphere,
mesosphere, and part of the thermosphere [1]. Owing to its high speed, small target cross
section, and strong maneuverability, the hypersonic vehicle is a great threat to missile
defense systems which have been unable to intercept. This will change the existing mode
of warfare to some extent [2]. Considering the characteristics of hypersonic vehicle that
the aerodynamic characteristics and thermal characteristics change dramatically [3], the
attitude control during reentry glide terminal guidance is difficult due to the complex
aerodynamic characteristics, high nonlinearity of system model.

The reentry gliding of Hypersonic Glide Vehicle (HGV) is a long-time and long-span
flight process, in which the vehicle’s altitude and speed will undergo a wide range of
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changes [4,5]. Both of them have a significant impact on vehicle parameters such as
atmospheric density and aerodynamic parameters. This impact leads to a wide range of
changes in vehicle parameters during the flight process and makes the vehicle’s dynamic
characteristics at the beginning and end of the glide greatly different [6]. Therefore, to
realize the robust control of HGV flight attitude, it is crucial to adapt to the large-scale
changes of vehicle parameters.

Regarding the nonlinear dynamic change of vehicle caused by the change of vehicle
parameters and the unknown external disturbance as an aggregated uncertainty, the ef-
fects of the large-scale changes in vehicle parameters can be overcome through real-time
estimation of the aggregated uncertainty and cancellation in the control law.

The idea of extended state observer is to estimate the state and uncertainty of the
system by expanding the uncertainty into a new state variable, and then establishing a
state observer for the extended system. Gao et al. studied the stable convergence character-
istics [7,8] and digital implementation [9] of the Linear Extended State Observer (LESO).
Han proposed the Nonlinear Extended State Observer (NESO) [10] with the advantages
of non-smooth and nonlinear functions, which has faster convergence speed and better
estimation accuracy than the LESO. Huang et al. analyzed the convergence characteris-
tics and observation error accuracy of the second-order NESO by using the self-stable
region method [11–13] and the piecewise smooth Lyapunov function method [14]. Pu et al.
proposed an Adaptive Extended State Observer (AESO) to nonlinear disturbed systems,
applied it to a MIMO hypersonic vehicle, and compared results with LESO and NESO [15].
Due to the large number of NESO parameters and complex relationships, no systematic
method for determining the parameters of observers has been given in previous literature,
and the stability characteristics of the linear approximation region of the fal function have
been ignored. In this paper, aiming at the above two problems, the Lyapunov method is
used to completely discuss the stability of the second-order NESO and to solve the design
problem of the observer parameters.

HGV’s aggregated uncertainties can be divided into two types: matching and non-
matching, both of which meet the generalized matching conditions. For the control of
nonlinear systems with both matching and non-matching uncertainties, emerging nonlinear
control methods such as Sliding Mode Control (SMC) and backstepping have been favored
by many researchers and engineers. Sliding mode variable structure control is essentially a
kind of nonlinear robust control method, and its main advantage is that the system response
is not sensitive to the uncertainty and disturbance of the model [16,17]. The nonlinear
adaptive sliding mode controllers were proposed subject to uncertainties, disturbances and
faults [18,19]. Based on the integral sliding mode control, an adaptive sliding controller
was designed to overcome the effect of actuator faults and unknown disturbances [20].
Jiang et al. [21] and Ahmed et al. [22] used a method of sliding mode control combing with
observer or adaptive control law to deal with system uncertainty and external disturbance
for different robot systems.

However, when the change of aircraft parameters is too large and exceeds the tolerance
range of the variable structure switching gain, the stable control of flight attitude cannot be
achieved by the sliding mode variable structure attitude control.

In past few years, the intelligent control methods have been applied in more complex
problems in the control area, especially some nonlinear models, and the requirement
becomes more accurate. For the HGV, studies on the same type of control problems may
have different methods to achieve the ideal control effect according to the specific problems
to be solved. This paper briefly combs a great deal of articles about the control problems
of HGV in recent years and classifies them according to the types of control problems; the
results are shown in Table 1.
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Table 1. Different types of control problem and research work on HGV.

Control Problem Solution Method Effect Author (Year)

Attitude Control

Observer-based approach Reduced the static error. Kehan Gao et al. (2014) [23]

Robust dynamic inversion
control approach

Better tracking rapidity,
accuracy, and stability than

traditional dynamic
inversion control.

Xiaodong Liu et al. (2014) [24]

Modified nonlinear
disturbance observer

Successfully estimated the
disturbances and solved input

saturation problem.
Peng Zhang et al. (2017) [25]

Robust adaptive controller (nominal
controller, NESO and

compensation controller)

Eliminated the nonlinear
influence and offset the

observation error.
Yuan Zhang et al. (2017) [26]

State feedback
fuzzy controller (T-S Fuzzy Modeling)

Better than other
local controllers. Weidong Zhang et al. (2017) [27]

Adaptive control approach
based on moving horizon least

square method

Effectively controlled the
attitude of flexible HGV. Erkang Chen et al. (2018) [28]

Decoupling controller
based on feedback linearization

Significantly increased the
airspace range and flexibility

of the HGV
Kun Zhao et al. (2018) [29]

Sliding mode control and adaptive
compensation (composed control)

High robustness to
aerodynamic parameter

Uncertainties.
Pengxin Wei et al. (2019) [30]

Decoupling control method based
on a NESO

Compensated the
channel-coupling to a great

extent better than traditional
subchannel feedback control.

Jian Chen et al. (2020) [6]

Fault-tolerant control

Combined multivariable integral
Terminal Sliding Mode Control (TSMC)

and adaptive techniques

Solved the actuator gain and
bias malfunction in time. Peng Li et al. (2017) [31]

Fixed-time observer and finite-time
multivariable TSMC

The estimation error can
converge to zero and the fault

system can be stably controlled
in a limited time.

Xiang Yu et al. (2017) [32]

SMC, bilimit homogeneity,
and adaptive techniques

Eliminiated the tracking error in
the case of actuator failure and
generated continuous control

signals to avoid chattering.

Xiang Yu et al. (2020) [33]

Trajectory tracking control

Sliding mode tracking control
Improved the ability of

robustness of the reentry
gliding of HGV

Panfei Gu et al. (2018) [34]

Robust adaptive controller
The tracking error converges to
a small neighborhood close to

zero in finite time.
Sheng Zhai et al. (2020) [35]

A combined super-twisting sliding mode
Controller

Had strong robustness to initial
uncertain parameters and other

disturbances and
appropriate gain.

Kai An et al. (2022) [36]

Disturbance rejection control

Nonlinear disturbance observer and
sliding mode controller

Estimated unknown
interference and compensated

the estimation error.
Chengshan Qian et al. (2013) [37]

Novel sigmoid function tracking
differentiator-based disturbance observer

Did not rely on the priori
information about the bounds of
disturbances and had global fast

convergence property.

Ping Sun et al. (2017) [38]

Optimal control Convexified the nonconvexity terms of
the optimal control

Smooth entered trajectory in
about 1 s. Xinfu Liu et al. (2016) [39]

Formation control The fixed-time stability and the
hierarchical control theory

Established the desired
formation configuration in a
prescribed convergence time.

Yao Zhang et al. (2019) [40]

It can be clearly seen from the above table that researchers have mainly spent their en-
ergy on HGV attitude control, fault-tolerant control, trajectory tracking control, disturbance
rejection control, optimal control, and formation control in recent years. Among them, the
attitude control of HGV is the most important. This is also very reasonable, because all the
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in-depth and complex research on hypersonic vehicle is based on the stable and accurate
control of its attitude.

In order to solve the attitude control problems caused by the large-scale change of
parameters during the flight of the HGV, as well as the uncertainty of unknown disturbances
during the flight, this paper proposes to combine the controller with NSEOs which can
estimate the state and uncertainties of the system and use backstepping variable structure
control for HGV attitude control. The innovations are summarized as follows:

(1) According to the quality of the estimation of the uncertainties by the Extended State
Observer (ESO), the corresponding design idea of the improved backstepping variable
structure controller is proposed in this paper. The design of the whole system is
divided into two first-order subsystems, and the pseudo-control filter is introduced
while the error signal is corrected ensuring the adaptability of the attitude controller
to the large-scale variation of vehicle’s parameters.

(2) For unknown system states and unpredictable disturbances of two first-order sub-
systems, two sets of second-order NESO are designed to estimate these two kinds of
uncertainties, respectively, and those two nonlinear dynamic changes are regarded
as an aggregate uncertainty. Especially, a systematic method for determining those
two second-order NESOs parameters is designed in this paper, and the stability of
the observer is proven completely using the piecewise Lyapunov analysis. Aiming at
avoiding complicated analytical operations, this paper proposes an improved back-
stepping control method by introducing the pseudo-control filter and the correcting
the error signal assisted with the NESO.

The remainder is organized as follows. In Section 2, the second-order NSEO is de-
signed, and the parameters are designed to make the observer have smaller convergence
region and higher accuracy. Based on the observation results of NESO, the traditional
backstepping control method is improved, and the pseudo-control filter is introduced to
carry out the backstepping variable structure attitude control of HGV, which requires only
a small control gain to achieve high tracking accuracy in Section 3. In Section 4, a series of
simulation experiments are carried out on the HGV attitude control theory which combines
NESO with backstepping variable structure control, and the experimental results are fully
analyzed. Finally, Section 5 presents the conclusions of this work.

2. Extended State Observer

According to the observation purpose of the observer, the observers can be divided
into state observers and disturbance observers. The former is used to observe the state
of the system: for linear systems, there are Luenberger observers and Kalman filters; for
nonlinear systems, there are high-gain observers, extended Kalman filters, and nonlinear
observers based on Lyapunov method or differential geometry method. The latter equates
the difference between the actual object and the nominal model output caused by external
interference and changes in model parameters to the control input and makes an obser-
vation on it. For linear systems, there are unknown input observers and internal model
observers; for nonlinear systems, there are sliding mode disturbance observers, harmonic
disturbance observers, and intelligent disturbance observers.

In recent years, the observers that can realize both state estimation and disturbance
estimation have attracted researchers’ interest. ESO is such a novel observer which was
proposed by Han [7]. It cannot only observe all states of the system, but also observe the
uncertainty and external disturbance of the system.
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2.1. Scenario Design

Consider the following n-order SISO affine nonlinear system:

.
x1 = x2.
x2 = x3
...
.
xn−1 = xn.
xn = f (x1, x2, . . . , xn) + bu + w(t)
y = x1

(1)

where uncertain nonlinear function:
f (x1, x2, . . . , xn)= f0(x1, x2, . . . , xn)+∆ f (x1, x2, . . . , xn). f0(x1, x2, . . . , xn) is the nom-

inal known part, ∆ f (x1, x2, . . . , xn) is the uncertain part, w(t) is the unknown external
disturbance, b = b0 + (b− b0), and its nominal value is b0.

Summarize all kinds of uncertain factors of the system and obtain the aggregated uncertainty:

d = ∆ f (x1, x2, . . . , xn) + w(t) + (b− b0)u (2)

Then, by expanding the aggregated uncertainty d into a new state variable xn+1, the
augmented system can be obtained and the extended state observer designed for it is shown
as follows: 

x̃1 = z1 − y
.
z1 = z2 − β1 fc1(x̃1).
z2 = z3 − β2 fc2(x̃1)
...
.
zn−1 = zn − βn−1 fcn−1(x̃1).
zn = zn+1 − βn fcn(x̃1) + f0(x1, x2, . . . , xn) + b0u
.
zn+1 = −βn+1 fc(n+1)(x̃1)

(3)

where β1, β2, . . . βn+1 are gain parameters of the observer, fci(x̃) is the output error function
(i = 1, 2, · · · , n + 1), xn+1 = d and

.
xn+1 = v(t).

From Equation (4), the equation of observation error can be obtained:

x̃i = zi − xi.
x̃1 = x̃2 − β1 fc1(x̃1).
x̃2 = x̃3 − β2 fc2(x̃1)
...
.
x̃n−1 = x̃n − βn−1 fcn−1(x̃1).
x̃n = x̃n+1 − βn fcn(x̃1).
x̃n+1 = −βn+1 fc(n+1)(x̃1)− v(t)

(4)

As long as the change rate of aggregated uncertainty
.
d = v(t) is bounded, and the

output error function fci(x̃), i = 1, 2, · · · , n + 1 satisfies the condition:

x̃1 fci(
.
x̃1) > 0, ∀

.
x̃1 6= 0, fci(0) = 0 (5)

Then, system (4) can reach a stable state at the origin by carefully designing gain
parameters β1, β2, . . . βn+1 > 0.
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The states of the observer (3) are the output, the derivatives of the output, and the
estimation of the aggregated uncertainty:

z1 → y
z2 → y(1)
...
zn−1 → y(n−2)

zn → y(n−1)

zn+1 → d

If the output error function fci(e1) is a linear function, Equation (3) is a LESO, and if
the output error function fci(e1) is a nonlinear function, Equation (3) is a NESO.

2.2. Analysis and Design of Second-Oeder NESO

In this section, the Lyapunov method is used to completely discuss the stability of the
second-order NESO and to solve the design problem of the observer parameters.

Theorem 1. For the first-order uncertain nonlinear system

.
x = f0(x) + b0u + d (6)

Assuming that the derivative of the uncertainty is bounded to
∣∣∣ .
d
∣∣∣ ≤ dv, the second-

order NESO is designed as follows:
x̃1 = z1 − x
x̃2 = z2 − d
.
z1 = f0(x) + b0u + z2 − β1 x̃1.
z2 = −β2 f al(x̃1, a, δ)

(7)

f al(x̃1, a, δ) =

{
|x̃1|asgn(x̃1) |x̃1| > δ

x̃1/δ1−a |x̃1| ≤ δ
(8)

If
1
2

β2
1 > β2 > dv (9)

then a = a∗ and δ are chosen, where a∗ is the optimal index parameter and δ is the
parameter in the linear approximation area, so that

r0 =

(
dv

β2

) 1
a∗

=
2dv

β2
1
+

(
2β2

β2
1

) 1
1−a∗

a∗
a∗

1−a∗ (1− a∗) (10)

∣∣∣∣∣2β2

β2
1

δa∗ − δ

∣∣∣∣∣ ≤ 2dv

β2
1
+

(
2β2

β2
1

) 1
1−a∗

a∗
a∗

1−a∗ (1− a∗) (11)

Then, there are observer errors x̃1, x̃2, which can converge to the following area:

G0 =

{
(x̃1, x̃2)||x̃1| ≤

(
dv/β2

) 1
a∗ , |x̃2| ≤ β1

(
dv/β2

) 1
a∗
}
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Proof. The observation error equation is:{ .
x̃1 = x̃2 − β1 x̃1.
x̃2 = −

.
d− β2 f al(x̃1, a, δ)

(12)

The (x̃1, x̃2) plane is divided into five regions: G0, G1, G2, G3, G4, as shown in Figure 1.

Figure 1. Plane division diagram of observation error.

For Gj, j = 1, 2, 3, 4, we design the discontinuous piecewise smooth Lyapunov positive
definite function Vj(x̃1, x̃2):

Vj(x̃1, x̃2) =



β1
2 (x̃1 − r0), (x̃1, x̃2) ∈ G1 = {(x̃1, x̃2) | x̃1 > r0, 0 ≤ x̃2 < β1 x̃1}
x̃2 − β1 x̃1, (x̃1, x̃2) ∈ G2 =

{
(x̃1, x̃2) | x̃2 > 0, x̃2 ≥ β1

2 (x̃1 + r0)1, x̃2 ≥ β1 x̃1

}
− β1

2 (x̃1 + r0), (x̃1, x̃2) ∈ G3 = {(x̃1, x̃2) | x̃1 < −r0, 0 ≥ x̃2 > β1 x̃1}
−x̃2 + β1 x̃1, (x̃1, x̃2) ∈ G4 =

{
(x̃1, x̃2) | x̃2 < 0, x̃2 ≤ β1

2 (x̃1 − r0), x̃2 ≤ β1 x̃1

} (13)

The condition that the observation error (x̃1, x̃2) can converge to the region G0 is that
dVj(x̃1,x̃2)

dt < 0 holds in every Gj,j = 1, 2, 3, 4.
Next, the analysis is carried out in different regions:
(1) When (x̃1, x̃2) ∈ G1, x̃2 < β1 x̃1.

dV1(x̃1, x̃2)

dt
=

β1

2

.
x̃1 =

β1

2
(x̃2 − β1 x̃1) < 0 (14)

(2) When (x̃1, x̃2) ∈ G2, there are two cases for discussion:
1© |x̃1| > δ

The observation error dynamics equation is:{ .
x̃1 = x̃2 − β1 x̃1.
x̃2 = −

.
d− β2|x̃1|asgn(x̃1)

(15)

dV2(x̃1, x̃2)

dt
=

.
x̃2 − β1

.
x̃1 = −

.
d− β2|x̃1|asgn(x̃1)− β1(x̃2 − β1 x̃1) (16)

Assuming the derivative of uncertainty is bounded to
∣∣∣ .
d
∣∣∣ ≤ dv, then

dV2(x̃1, x̃2)

dt
≤ dv − β2|x̃1|asgn(x̃1)− β1(x̃2 − β1 x̃1) (17)



Drones 2023, 7, 119 8 of 22

In G2, x̃2 can be expressed as

x̃2 =
β1

2
(x̃1 + r), r ≥ r0, |x̃1| ≤ r (18)

Substituting Equation (18) into Equation (17), we have

dV2(x̃1,x̃2)
dt ≤ dv − β2|x̃1|asgn(x̃1)− β1

[
β1
2 (x̃1 + r)− β1 x̃1

]
= dv − β2|x̃1|asgn(x̃1) +

β2
1

2 (x̃1 − r)
(19)

Denote the equation of line L is y =
β2

1
2 (x̃1 − r), the equation of curve C is

y = −dv + β2|x̃1|asgn(x̃1), and the shape is convex and concave. If it is within G2 and the
curve C is above the straight line L, then there is dV2(x̃1,x̃2)

dt < 0.
As can be seen from Figure 2, if the corresponding three points on the curve C and

the line L meet: 
−dv + β2ra > 0

−dv > − β2
1

2 r

−dv − β2|x̃1,min|a >
β2

1
2 (x̃1,min − r)

, (20)

then the curve C is above the line L. Among them, when −r ≤ x̃1 < 0, x̃1,min = −( 2aβ2
β2

1
)

1
1−a

is x̃1 which minimizes the difference between the curve C and the straight line L.

Figure 2. Schematic diagram of the curve and line positions that meet the conditions.

From Equation (20), if it meets:

r > r0, r0 = max


(

β2

dv

) 1
a
,

2dv

β2
1
+

(
2β2

β2
1

) 1
1−a

a
a

1−a (1− a)

, (21)

then dV2(x̃1,x̃2)
dt < 0 holds.

2© |x̃1| ≤ δ
At this time, the observation error dynamics equations are:{ .

x̃1 = x̃2 − β1 x̃1.
x̃2 = −

.
d− β2 x̃1/δ1−a

(22)

dV2(x̃1,x̃2)
dt =

.
x̃2 − β1

.
x̃1 = −

.
d− β2 x̃1/δ1−a − β1(x̃2 − β1 x̃1)

≤ dv − β2 x̃1/δ1−a +
β2

1
2 (x̃1 − r)

(23)
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Denote the equation of line L is y =
β2

1
2 (x̃1 − r) and the equation of line M is

y = −dv + β2 x̃1/δ1−a. If r meets the following equation in G2:{
−dv − β2δa >

β2
1

2 (−δ− r)

−dv + β2δa >
β2

1
2 (δ− r),

(24)

then line M is above L.
From Equation (24), when

r >
2dv

β2
1
+

∣∣∣∣∣2β2

β2
1

δa − δ

∣∣∣∣∣, (25)

dV2(x̃1,x̃2)
dt < 0 holds.

(3) Because G1 and G3 are symmetrical, G2 and G4 are symmetrical, the result obtained
when (x̃1, x̃2) ∈ G3 is the same as (x̃1, x̃2) ∈ G1, and the result obtained when (x̃1, x̃2) ∈ G4
is the same as (x̃1, x̃2) ∈ G2.

In sum, there are the following conclusions.
When

r > r0, r0 = max


(

β2

dv

) 1
a
,

2dv

β2
1
+

(
2β2

β2
1

) 1
1−a

a
a

1−a (1− a),
2dv

β2
1
+

∣∣∣∣∣2β2

β2
1

δa − δ

∣∣∣∣∣
 (26)

dVi(x̃1,x̃2)
dt < 0 holds.

If parameter dv < β2 < 1
2 β2

1, then:

β2

dv
< 1,

2β2

β2
1

< 1. (27)

Denote function p1(a) =
(

dv
β2

) 1
a , p2(a) = 2dv

β2
1
+

(
2β2
β2

1

) 1
1−a

a
a

1−a (1− a), where p1(a) is

monotonically decreasing in 0 < a < 1 and p2(a) is monotonically increasing on 0 < a < 1.
It can be seen from Figure 3 that at point a = a∗ where p1(a) and p2(a) intersect, there is

min
0<a<1

max{p1(a), p2(a)} = p2(a∗) = p1(a∗) (28)

Figure 3. The optimization of solving parameter a where a∗ is the optimal index parameter which
can minimize the observation error limit.
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Denote p3(a) = 2dv
β2

1
+

∣∣∣∣ 2β2
β2

1
δa − δ

∣∣∣∣, if there is

p3(a∗) ≤ p2(a∗), (29)

Then, the minimum error limit is

r0 = max{p1(a∗), p2(a∗), p3(a∗)} = p1(a∗) =
(

dv/β2

) 1
a∗ . (30)

Therefore, the observation error can gradually converge to the region
G0 = {(x̃1, x̃2)||x̃1| ≤ r0, |x̃2| ≤ β1r0}, and the theorem holds. �

Remark 1. Compared with the method in [14], the second-order NESO designed according to
Theorem 1 has smaller convergence region and higher accuracy, and further considers the stability of
observation error in the linear approximation region. At the same time, Theorem 1 gives the design
steps for second-order NESO parameter of system: Firstly, the observer gain parameters β1 and β2
are designed according to the condition (9). Then, the optimal index parameter a∗ that minimizes the
observation error limit can be obtained according to Equation (10). Finally, the parameter δ in the

linear approximation area is obtained according to Equation (11). Obviously, δ =
(
2β2/β2

1
) 1

1−a∗

meets the requirements. On this basis, the observer parameters have the following relations with
the error limit: the larger β2 is, the smaller r0 is, that is, the error limit of observation error x̃1
is smaller; the smaller β1 is, the smaller β1r0 is, that is, the error limit of observation error x̃2 is
smaller. Finally, the smaller a∗ is, the smaller r0 is. If the obtained observation error limit does not
meet the design requirements, it is only necessary to readjust β1 andβ2 according to the relationship
between the parameters and the error limit, and then obtain the other corresponding parameters
according to the above steps.

3. NESO-Assisted Backstepping Variable Structure Attitude Control

In this section, based on the characteristic that the simplified model of HGV-oriented
control system design satisfies the generalized matching conditions, the attitude con-
troller is designed using backstepping’s design ideas, combined with variable structure
control and NESO.

3.1. Reduced-Order Modeling

At first, we employ the “Reduced-order modeling” idea to transfer the HGV MIMO
system into two first-order subsystems. Consider the following forms of MIMO block
cascaded nonlinear uncertain system:

.
x1 = a1(x1) + B1(x1)x2 + d1.
x2 = a2(x1, x2) + B2(x1, x2)x3 + d2
...
.
xn = an(x1, x2, · · · , xn) + Bn(x1, x2, · · · , xn)u + dn

(31)

where x = [x1, x2, · · · , xn]
T is the state vector, d1, d2, · · · , dn is the uncertainty vector, u is

the control vector which only appears in the last sub-block, a1, a2, · · · , an and B1, B2, · · · , Bn
are the known sub-vector fields and sub-control matrices that match the corresponding
dimensions, respectively.

Hypothesis 1. The sub-control matrix B1(x1), B2(x1, x2), · · · , Bn(x1, x2, · · · , xn) is uniformly invertible.

A system that satisfies Hypothesis 1 is called a nonlinear system that satisfies the
generalized matching condition. In system (31), dn is the matching uncertainty and
d1, d2, · · · , dn−1 are all non-matching uncertainties.
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If the system can be written in the strict feedback form of Formula (31), then the idea
of backstepping can be used to design the stability control law. The backstepping method
decomposes the design problem of the whole system into a series of low-order subsystem
design problems. For the cascaded low-order subsystem system, the compound Lyapunov
function is used step by step from outside to inside to obtain the feedback control that
stabilizes the whole system.

Classify the nonlinear dynamics of a large-scale changes in the system as aggregate
uncertainties and denote n = 2, then

x1 = Ω, x2 = ω, a1(x1) = 0, B1(x)1 = N(Ω), d1 = f1(Ω)

a2(x1, x2) = 0, B2(x1, x2) = B(Ω) = J−1Cδ(Ω), d2 = f2(Ω, ω) +
(

B(Ω)− B(Ω)
)
u

where
¯
Cδ(Ω) is the nominal value of the aerodynamic moment parameter matrix and

J = diag
{

Jx1, Jy1, Jz1

}
is the nominal value of the moment of inertia matrix.

The model (39) in [6] for control system design can be written in the form of Equation (31):

.
x1 = a1(x1) + B1(x1)x2 + d1.
x2 = a2(x1, x2) + B2(x1, x2)u + d2

(32)

Since the BTT strategy is adopted for flight and the side slip angle β 6= 90◦ during
the whole flight, the sub-control matrix B1(x1) is reversible and the sub-control matrix
B2(x1, x2) is also uniformly reversible. Therefore, the model for control system design is an
uncertain nonlinear system satisfying the generalized matching condition, in which d1 is
the non-matching uncertainty and d2 is the matching uncertainty.

3.2. Improved Backstepping Control

Traditional backstepping method needs to obtain the derivative information of the
pseudo-control in each intermediate step, and the acquisition of these derivatives often
requires complicated analytical operations. Aiming at this problem, this section proposes
an improved backstepping control method. By introducing the pseudo-control filter and
the correcting the error signal, the derivative of the pseudo-control can be easily obtained,
and the design is simplified.

For the following nonlinear nominal systems:

.
x1 = a1(x1) + B1(x1)x2.
x2 = a2(x1, x2) + B2(x1, x2)u0

(33)

Define the tracking error e1 = x1 − x1r and K1, K2 are the control gain. First, the ideal
pseudo control amount x2 = x2c is designed so that e1 can gradually converge to the origin.

Then, define the Lyapunov function V1 = 1
2 eT

1 e1, and we have

.
V1 = eT

1
.
e1 = eT

1
(
a1 + B1x2c −

.
x1r
)

(34)

Obviously, taking

x2c = B−1
1
(
−K1e1 − a1 +

.
x1r
)
, K1 > 0 (35)

we get
.

V1 = −eT
1 K1e1 < 0, ∀e1 6= 0.

Next, in order to avoid the complicated analytical solution of
.
x2c in the next control

solution, the following pseudo-control filter bank is introduced to filter each component of
x2c, which simplifies the design of the backstepping controller.

.
q1i = q2i
.
q2i = 2ς f iω f i[SRi (

ω2
f i

2ςω f i
[SMi (x2ci)− q1i])− q2i]

(36)
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[
x2r.
x2r

]
=

[
q1
q2

]
(37)

Here, x2r is substituted for x2c as the intermediate pseudo control variable. Among
them, ς f i is the damping ratio, which can usually be set to 1. ω f i is the frequency of the filter,
which should be large so that the pseudo control variable can quickly approach the ideal
pseudo control variable x2c, and the influence of removing high frequency noise should be
considered too. SMi and SRi are amplitude saturation function and rate saturation function,
respectively, whose saturation value is determined according to the limit allowable values
of each state x2i and

.
x2i. It can be seen that by using the pseudo control filter to get

the intermediate pseudo control variable x2r, the constraints on the actual limit of the
bandwidth and the amplitude and rate of the system state can be considered, and the
derivative

.
x2r of the pseudo control variable can be easily obtained. Therefore, the solution

of the subsequent control variable is greatly simplified.
Since the pseudo control variable used is x2r instead of ideal x2c, the influence of this

substitution should be considered. The tracking error is corrected to eliminate the error
caused by substitution. Therefore, a new variable γ1 is introduced to measure the influence
of substitution.

.
γ1 = −K1γ1 + B1(x2r − x2c) (38)

Subtract the influence from the tracking error, and the tracking error e1 is corrected to
e1 = e1 − γ1 = x1 − x1r − γ1.

Define the tracking error e2 = x2 − x2r and construct a composite Lyapunov function
V2 = 1

2 eT
1 e1 +

1
2 eT

2 e2, meanwhile differentiate V2:

.
V2 = eT

1
( .
x1 −

.
x1r −

.
g1
)
+ eT

2
( .
x2 −

.
x2r
)

(39)

Substituting Equations (33) and (38) into Equation (39), we get:

.
V2 = eT

1
[
a1 + B1(e2 + x2r)−

.
x1r + K1γ1 − B1(x2r − x2c)

]
+ eT

2
( .

x2 −
.
x2r
)

= eT
1
[
a1 + B1e2 −

.
x1r + K1γ1 + B1x2c

]
+ eT

2
( .
x2 −

.
x2r
) (40)

Substituting Equation (35) into Equation (40), we get:

.
V2 = eT

1 [B1e2 + K1γ1 − K1e1] + eT
2
( .
x2 −

.
x2r
)

= −eT
1 K1e1 + eT

1 B1e2 + eT
2
(
a2 + B2u0 −

.
x2r
) (41)

Obviously,
u0 = B−1

2

(
−BT

1 e1 − a2 +
.
x2r − K2e2

)
, K2 > 0 (42)

Then .
V2= −eT

1 K1e1 − eT
2 K2e2 < 0 (43)

Therefore, the use of an improved backstepping controller u0 for the nominal system
can make the tracking errors e1 and e2 converge to the origin gradually.

3.3. NESO-Assisted Backstepping Variable Structure Attitude Controller Design

For the HGV model converted into the strict feedback form (32), due to the large-scale
change of aircraft parameters, the aggregated uncertainties d1, d2 will also change widely.
If backstepping controller is used for the nominal nonlinear system, a large control gain
K1, K2 must be taken to ensure the tracking accuracy of the system. However, this can
easily cause the saturation of the control variables, which will result in the instability of the
closed-loop system. If more accurate estimates of d1, d2 can be obtained in real time, they
can be compensated correctly according to the estimates of uncertainty. In this case, only a
small control gain is needed to achieve the required tracking accuracy.
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The following two sets of NESO are designed to estimate the non-matching uncer-
tainty d1 and the matching uncertainty d2, respectively:

x̃1 = z1 − x1 =
[
x̃11 x̃12 x̃13

]T
.
z1 = Nx2 + z2 − b1 x̃1.

z2= −b2 f al(x̃1, a1, d1)

(44)


x̃2 = z3 − x2 =

[
x̃21 x̃22 x̃23

]T
.
z3 = Bu + z4 − β3 x̃2

.
z4= −β4 f al

(~
x2, a2, δ2

) (45)

d̂1 = z2 (46)

d̂2 = z4 (47)

Among them, the first group of NESO includes three second-order NESOs with the same
parameters. z1 =

[
z11 z12 z13

]T is the estimated value of the flight attitude

x1 =
[
γV β α

]T, and z2 is the estimated value of the non-matching uncertainty d1; the sec-
ond group of NESO also includes three second-order NESOs with the same parameters.
z3 =

[
z31 z32 z33

]T is the estimated value of the airframe axial angular velocity

x2 = [ωx1 ωy1 ωz1]
T, and z4 is the estimated value of the matching uncertainty d2.

The estimate of the uncertainty is essentially the integration of the nonlinear function
of the state estimation error of the original system. In order to avoid the NESO’s peak
phenomenon and the transient process of the observer’s convergence, which would damage
the stability of the system, the estimated signal of NESO is introduced only when NESO is
stable, and the estimation is more accurate.

In order to further adapt to the changing nonlinear dynamics and improve the dis-
turbance rejection performance of the whole closed-loop system, a backstepping variable
structure attitude controller based on NESO is proposed in this section. The basic principle
is as follows: When NESO is in a transient state and the estimation is not accurate, an
improved backstepping controller with a larger control gain is used. When the NESO
estimation is accurate and stable, the NESO estimation signal is added, and the ability of
NESO to capture the unknown dynamic and uncertainty quickly is used to correct the
control signal in time and reduce the control gain.

The backstepping variable structure attitude controller based on NESO is designed as follows:

x2c = N−1
(
−K1e1 +

.
x1r − d̂1

)
(48)

u = B−1
(
−NTe1 +

.
x2r − K2e2 − d̂2

)
(49)

Among them, the control matrix K1 = diag{k11, k12, k13}, K2 = diag{k21, k22, k23} and
the NESO control signal d̂1 =

[
d̂11 d̂12 d̂13

]T , d̂2 =
[
d̂21 d̂22 d̂23

]T . In the control law,
taking different values according to the quality of uncertainty estimation is also a kind of
variable structure control essentially.

Here, the method of sliding window test to estimate the peak value of the error is used
to monitor the quality of the uncertainty estimate by NESO. First, the observation errors
of the most recent period are stored, and the peak value of the observation errors in this
period is extracted. Then, the observed error peak is compared with a set threshold. If the
peak value of the observation error within this time period is less than the threshold, it
indicates that NESO has stabilized and converged, and the estimation of uncertainty is
more accurate. Finally, the estimated signal of NESO can be added to the control.

The design sliding window length is N. x̃ij(N) is the vector which is composed of the
absolute value of the observation error of a state at the previous N times (including the
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present time), Thij,est is the estimation accuracy threshold of NESO in this state, and d̂ij is
the uncertainty estimation signal output by NESO to the control.

x̃ij,max = max
{

x̃ij(N)
}

; i = 1, 2; j = 1, 2, 3 (50)

kij =

{
kij x̃ij,max < Thij,est
kij, x̃ij,max ≥ Thij,est

(51)

d̂ij =

{
z(i+1)j x̃ij,max < Thij,est

0, x̃ij,max ≥ Thij,est
(52)

Next, the stability of the closed-loop system after the augmentation of the expanded
state observer is discussed.

The derivative of the composite Lyapunov function V2 = 1
2 eT

1 e1 +
1
2 eT

2 e2 is

.
V2 = −eT

1 K1e1 + eT
1 Ne2 + eT

1

(
d1 − d̂1

)
+ eT

2
(

Bu + d2 −
.
x2r
)

= −eT
1 K1e1 + eT

1 d̃1 − eT
2 K2e2 + eT

2 d̃2
(53)

It can be seen from the above formula that the uncertainty estimation error d̃1 = d1 − d̂1,
d̃2 = d2 − d̂2 has a great influence on the stability of the closed-loop system. As shown in
Theorem 1, if the uncertainty’s change rate does not exceed the assumed value, the parameters
of the extended state observer are properly designed, and the estimation speed is fast enough,
then after a short time, the estimation error d̃1, d̃2 can converge to a small stable sate value
d̃∗1 , d̃∗2. Therefore, by selecting appropriate K1, K2, it can be satisfied that

.
V2 is negatively definite

outside a sufficiently small area Ω =
{

e1, e2

∣∣∣|e1i| ≤ d̃1i
∗/k1i, |e2i| ≤ d̃2i

∗/k2i

}
of the origin

e1 = 0, e2 = 0 after a finite time. This also proves that the tracking error e1, e2 is uniformly
ultimately bounded. Due to the short adjustment time of the pseudo control filter, the pseudo
control x2r can quickly approach the ideal value x2c, and γ1 will also quickly converge to 0.
Therefore, after a finite time, the attitude angle tracking error will converge to the following areas:

Ω =
{

e1

∣∣∣∣∣∣e1i − d̃1i
∗/2k1i

∣∣∣ ≤ r∗
}

, r∗ =
√

d̃∗1i
2/4k2

1i + d̃∗2i
2/k1ik2i (54)

The backstepping attitude controller based on NESO has the following characteristics:

(1) The attitude control is realized by angular velocity tracking pseudo control, and the
tracking of the angle velocity to the pseudo control is realized by the control torque
generated from the pneumatic rudder surface. Based on the idea of backstepping, the
influence of the inner loop angle velocity tracking error on the outer loop attitude
tracking error is eliminated without the separation of the inner and outer loop time scale.

(2) In order to solve the problem that the analytical expression of the pseudo control
derivative in the traditional backstepping control is difficult to calculate, the pseudo
control filter is used to simplify the solution of the pseudo control derivative and
the influence of the introduction of the pseudo control filter on the tracking error is
eliminated by modifying the tracking error signal. At the same time, the limitation on
the state of the system and the influence of reducing noise can also be considered in
the design of the pseudo control filter.

(3) In order to overcome the shortcomings of poor robustness and easy to saturate control
quantity of simple backstepping control, NESO is introduced to augment backstepping
controller. Once the derivative of uncertainty is bounded, the design of appropriate
observer parameters can make the estimation error quickly converge, and the control
torque can change accordingly with the actual change of uncertainty, which improves
the robustness to uncertainty under the premise of economical control.
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The input of the whole system is denoted as x1c, the instruction signal x1c will be sent
to the command filter, and the signal will be smoothed to be derivable as x1r. Then, the
general diagram of HGV attitude control system is shown in Figure 4 as follows:

Figure 4. The general diagram of HGV attitude control system.

4. Simulations and Results

The parameters of attitude controller are selected as follows:
Command filter: rα = 20◦/s2, rγV = 5◦/s2;
Control gain: k11 = k12 = k13 = 1, k11 = k12 = k13 = 1.5;
k21 = k22 = k23 = 1, k21 = k22 = k23 = 5;
Pseudo control filter:
damping ratio ς f i = 1; natural frequency ω f i = 5;
rate limits SR1 = ±0.5rad/s2, SR2 = ±0.5rad/s2, SR3 = ±2rad/s2;
amplitude limits SM1 = ±0.3rad/s, SM1 = ±0.1rad/s, SM1 = ±0.5rad/s;
NESO parameters: β1 = 30; β2 = 50; a1 = 0.75; δ1 = 1.5× 10−4;
β3 = 100; β4 = 500; a2 = 0.65; δ2 = 0.015;
Variable structure thresholds: Th1j,est = 0.001, Th2j,est = 0.005, j = 1, 2, 3.
The given step attitude command is shown in Figure 5 and the smooth reference

attitude filtered by the command filter is shown in Figure 6. The angle of attack reference
command reaches 15◦ in 2 s, and the roll angle reference command completes the sign
inversion from 60◦ to −60◦ in 10 s.

Figure 5. Step attitude command.

Figure 6. Reference attitude.

Constant external disturbance Mdx = 50 N ·m, Mdy = 10 N ·m, Mdz = 100 N ·m are
added to the simulation. First, the states in Table 2 are used as initial conditions for simulation.
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Table 2. Initial value of simulation.

State Height H Speed V Attack Angle α Sideslip Angle β Bank Angle γV
Trajectory Inclination

Angle θ
Trajectory Deflection

Angle σ

Initial value 50 km 5000 m/s 0◦ 0◦ 60◦ −0.573◦ −90◦

State Pitch ϕ Yaw ψ Roll γ Longitude λ Latitude φ
Body angular

velocity ω
Simulation step

size h

Initial value −0.573◦ −90◦ 60◦ 0◦ 0◦ [0,0,0]T 0.02 s

The attitude angle tracking error (the difference between the actual attitude and
the reference attitude) is shown in Figure 7, and the steady-state tracking error is less
than 0.05◦. As can be seen in Figure 8, the rise time of the angle of attack tracking is 1.4 s,
the adjustment time is 4 s, and the overshoot is 0.148◦ less than 1%. Figure 9 shows that
during the inversion of the bank angle, the sideslip angle will deviate due to the influence of
the coupling and the deviation peak is 2.33◦, which is within the given allowable deviation
range. At the same time, it can be seen from Figure 10 that the rise time of the bank angle
tracking is 7.5 s, the adjustment time is 8.47 s, and the overshoot is 2.6 ◦ less than 2.2%.

Figure 7. Attitude angle tracking error.

Figure 8. Attack angle tracking curve.

Figure 9. Sideslip angle tracking curve.

Figure 10. Bank angle tracking curve.

The historical deflections of each aerodynamic rudder surface are shown in Figures 11–13.
The deflections of each rudder surface are within the limit of amplitude, the control signal
is smooth, and only the rudder appears to be saturated for a short time in the process of the
reverse signal of bank angle. In order to offset the constant disturbance torque, each rudder
surface keeps a certain rudder deviation during steady state.
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Figure 11. Aileron deflection.

Figure 12. Rudder deflection.

Figure 13. Elevator deflection.

The intermediate pseudo control signals of backstepping are shown in Figures 14 and 15.

Figure 14. Ideal pseudo control.

Figure 15. Actual pseudo control.

Figure 14 is the ideal pseudo control signal, and Figure 15 is the actual pseudo-control
signal obtained after smoothing and limiting by the pseudo control filter. Figure 16 shows
the rotation angular velocity of the aircraft around the airframe axis. During the flight,
the maximum pitch angular velocity is 0.29 rad/s, the maximum roll angular velocity is
−0.31 rad/s, and the maximum yaw angular velocity is 0.1 rad/, which basically meets
the amplitude limit designed in advance for the pseudo control filter. Figure 17 shows the
tracking of the body angular velocity to the pseudo control command, and the fast tracking
of the angular velocity to the pseudo control ensures the convergence of the attitude error.
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Figure 16. Body axis angular velocity.

Figure 17. Tracking error of body axis angular velocity.

Figures 18 and 19 show the estimation effect of two groups of NESO on matching
uncertainty and non-matched uncertainty, respectively. It can be seen from the figure
that when the uncertainty changes greatly, there is a large estimation error, and when the
uncertainty changes little, the estimated signal is stable and accurate.
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At the same time, the simulation of simple backstepping controller without NESO is
also carried out in this section. The simulation results are shown in Figures 20–22. Due to
the poor robust performance of the backstepping controller, the tracking of body angular
velocity and attitude tends to oscillate and diverge obviously in the presence of uncertainty.

Figure 20. Attitude tracking error of the backstepping controller.
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Figure 21. Angular velocity tracking error of the backstepping controller.

Figure 22. Rudder deflection of the backstepping controller.

In order to illustrate the adaptability of the backstepping variable structure attitude
controller based on NESO to the wide range changes of aircraft parameters, the initial
conditions of simulation in Table 1 are changed to height 35 km and speed 2600 m/s, and
the same attitude controller is used for simulation. From Figures 23–26, it can be seen that
although the parameters of the aircraft have changed greatly with the change of initial
conditions, the controller can still achieve stable and accurate flight attitude tracking.

Figure 23. Attack angle tracking under new initial conditions.

Figure 24. Sideslip angle tracking under new initial conditions.

Figure 25. Bank angle tracking under new initial conditions.
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Figure 26. Control rudder deflection under new initial conditions.

5. Conclusions

Aiming at solving the control problem caused by the large-scale change of vehicle
parameters, this paper proposes a design method of backstepping variable structure at-
titude controller based on NESO, with the characteristics of HGV model and the idea of
uncertainty estimation and compensation associated.

Firstly, the structure of the ESO is introduced, and the design of the second-order
NESO is studied in detail. Due to the large number of NESO parameters, a systematic
method for determining the second-order NESO parameters is given in this paper. And the
stability of the observer is proved completely using the piecewise Lyapunov analysis.

Then, based on the idea of backstepping, the backstepping variable structure attitude
controller based on NESO decomposes the whole system design problem into two first-order
subsystem design problem and classifies the nonlinear dynamic changes caused by the
large-scale changes of the vehicle parameters into the aggregated uncertain terms of the two
subsystems. Firstly, an improved backstepping controller is designed for the nominal system.
The traditional backstepping method is improved by introducing command filtering and
error signal correction, which simplifies the solution of the derivative of the pseudo control
variable and ensures the stability of the nominal system. Then, combining NESO with
improved backstepping control, a backstepping variable structure attitude controller based
on NESO is designed. Using two sets of NESOs to estimate the matching and non-matching
uncertainties, respectively, the working condition of each NESO is monitored by using a
sliding window test to estimate the peak value of the error. According to the quality of
NESO’s uncertainty estimation, it switches between backstepping control and NESO-based
backstepping control, which solves the problem of large gain of backstepping control and
improves the disturbance rejection performance of the controller. The simulation results
show that the backstepping attitude controller based on NESO can realize the stable and
accurate tracking of the flight attitude when the aircraft parameters change in a large range.

Finally, the control accuracy of the attitude controller based on the NESO studied in
this paper is closely associated with the convergence speed and accuracy of the ESO, and
the latter is greatly affected by the uncertainty’s change rate. Therefore, this method is only
suitable for situations where the parameters of the vehicle do not change too quickly. For
drastic changes in HGV parameters and external disturbances, new theories and methods
are required to further explore the design of the attitude controller. In future research, we
will study the design of intelligent, adaptive, and antidisturbance controllers [41–45] for
control problems of drastic dynamic changes of HGV parameters and external disturbances.
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