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Abstract

:

Unmanned aerial vehicles (UAVs) are now extensively used in a wide variety of applications, including a key role within opportunistic wireless networks. These types of opportunistic networks are considered well suited for infrastructure-less areas, or urban areas with overloaded cellular networks. For these networks, UAVs are envisioned to complement and support opportunistic network performance; however, the short battery life of commercial UAVs and their need for frequent charging can limit their utility. This paper addresses the challenge of charging station placement in a UAV-aided opportunistic network. We implemented three clustering approaches, namely, K-means, Density-Based Spatial Clustering of Applications with Noise (DBSCAN), and random clustering, with each clustering approach being examined in combination with Epidemic, Spray and Wait, and State-Based Campus Routing (SCR) routing protocols. The simulation results show that determining the charging station locations using K-means clustering with three clusters showed lower message delay and higher success rate than deciding the charging station location either randomly or using DBSCAN regardless of the routing strategy employed between nodes.
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1. Introduction


Unmanned aerial vehicles (UAV)s, also known as drones, are aircraft that can fly autonomously or as interconnected swarms to perform various tasks, such as data collection and delivery. Although UAVs have been used by the military for many years to fulfill a multitude of mission profiles across surveillance, rescue, border observation, firefighting, etc., they are now commercially available, with prices ranging from hundreds of dollars for small short-range drones to professional sensor-powered drones that cost thousands of dollars. As UAVs have gained popularity, their use has spread to a wide variety of civilian applications, such as traffic monitoring [1,2], public safety [3], emergency communications [4], and many others [5,6,7,8]. Recently, companies such as Amazon, UPS, and Google are adding drones to their vehicle fleet to make delivery services to customers much faster [9,10]. We expect that this broad appeal, derived from UAVs characteristics of mobility and flexibility, will increase our contact with UAVs in our daily lives.



One challenge to the increased civilian usage of UAVs is that of limited battery life. Civilian UAVs are generally smaller than military variants with lower charge capacities, restricting cruise times to approximately 30 min and, thus, resulting in more frequent recharge cycles. To address this challenge, the application scenario we will consider is a UAV-aided opportunistic network. In a UAV-aided opportunistic network, the UAVs cruise around an area and communicate with both mobile nodes on the ground and other UAVs in a peer-to-peer manner, as shown in Figure 1. As the routes between the mobile nodes are created dynamically via the passing UAVs overhead, messages created by the mobile nodes are distributed by the UAVs using the store-carry-and-forward paradigm. In this model each node will store a received message and forward it along to newly discovered nodes who continue the pattern until the ultimate recipient is encountered. The integration of UAVs in this type of network can provide various benefits, however, the UAVs’ limited on-board battery life restricts their flight time. An efficient charging strategy can help achieve maximum productivity of the UAVs.



One such challenge that UAVs have been applied to is map scanning. Although few studies used one UAV for scanning the entire map [11,12,13], scanning the whole map with a single UAV may not always be possible or practical, as the flight time is relatively short for commercially available UAVs. To resolve this issue, a scanning method to cluster the map into small sections should be developed along with an approach to maximize the flight time of the UAVs through the strategic placement of charging stations. The locations of these stations are critically important as the UAVs need to keep reasonable proximity to a charging station so they can return whenever they drain their batteries. Charging stations that are too close together may affect the UAVs’ ability to scan different parts on the map while stations that are too far away from each other may cause fragmented areas to appear on the map.



Another challenge that arises, due to the nature of the opportunistic network environment, is the selection of an appropriate packet routing strategy. Routing is the decision-making process in which a given node selects one or more of its outgoing links to forward a packet on its journey to the final destination. The routing mechanism is responsible for choosing appropriate paths to transfer data based on network requirements and restrictions. In addition to providing a route to the destination, many of the existing routing protocols also aim to optimize various metrics, such as minimizing energy consumption, congestion, storage, maintenance, etc. [14,15,16,17]. As the topology of opportunistic networks is dynamic lacking fixed end-to-end transmission routes between nodes, traditional topology-based routing algorithms cannot be directly applied. Thus, implementing a suitable routing algorithm remains as challenging problem in opportunistic network research.



In this paper, we investigate the problem of UAV charging station placement as batteries limit the flight time of the UAVs. The contributions of this work are summarized as follows:




	
We define an application scenario where commercially available UAVs are leveraged in an opportunistic environment.



	
We introduce a cluster-based solution for UAVs’ limited-lifetime battery problem. Through clustering, load balancing is achieved, which, in turn, has an impact on UAV throughput.



	
For our application scenario, we have tested three methods (random placement, with K-means clustering and DBSCAN) to decide the position of the charging stations. We also examined Epidemic, Spray and Wait, SCR packet routing strategies for each charging station placement method. The charging station placement techniques are evaluated by performance metrics of different routing strategies on the application scenario.








The novelty of the paper is about examining the challenge and providing a systematic solution to the problem of the allocation of the charging stations. Although K-means and DBSCAN are well-established clustering algorithms, they were not previously applied in the context of charging station placement in opportunistic networks to the best of our knowledge. We believe that the simulation study results are extensive and more realistic in nature as we used two real-world datasets.



The rest of the paper is organized as follows. Related work is given in Section 2. A mathematical representation of the model is explained in Section 3. Section 4 gives a detailed description of the application scenario. Our proposed approach is presented in Section 5. Section 6 explains the clustering approaches while the routing protocols are explained in Section 7. The simulation study along with the performance evaluation results are discussed in Section 8. Finally, our conclusions are given in Section 9.




2. Related Work


The work we present in this paper is related to three main ongoing research areas, UAV application, routing in opportunistic networks, and charging station research. Each related area is discussed in this section.



2.1. UAV Applications


UAVs have gained popularity due to their their wide spectrum of applications and services, both in military and civilian domains, with new UAV applications being addressed in literature every day.



Noor et al. [18] and Mohsan et al. [19] have presented extensive reviews on UAVs applications, the expected challenges, and open topics for future research. Raoult et al. [20] surveyed the use of UAVs in studying marine animal life, their behavior, movement patterns, and health. Amaro, Ángeles, and Juárez [21] provided a theoretical framework for single drone use in animal monitoring application scenarios. The animal monitoring scenario covers the case where there are static sensor locations and random animal movements in the environment with the UAV collecting the information. Arvanitaki and Pappas [13] studied the UAV-based data collection system from stable sensors with a discrete-time Markov chain approach. Similarly, Xu et al. [21] experimented on the scenario where a UAV uses a hidden Markov model to guess the next location for the cluster head while monitoring the animal movements. ASTRO+, an aerial-ground pollution monitoring platform, has been built by Boubrima and Knightly [22] to collect aerial pollution measurements. The paper showed that the dynamic airflow caused by the movements of the drones may affect the temperature and humidity levels of the ambient air, which, in turn, could affect the quality of the sensor’s measurement. They also designed an algorithm that modifies the routes of the drones while taking into consideration the aerial measurement quality. Bartolini et al. [23] developed Druber, a delivery service system where the service fleet is comprised of drones that belong to multiple private owners. The system allows customers to request parcel deliveries where a drone picks up a parcel and delivers it via multiple coordinated drones that share resources with intermediate battery replacement spots. PENGUIN, a UAV-based solution for identifying and classifying aquatic plastic pollutants according to specifics of the material is proposed in [24]. It is a two-phase sensing process that first uses computer vision techniques to recognize underwater plastic wreckage. Then, optical sensing is used to classify the type of plastic for each recognized object to one of six Resin Identification Codes (RICs) which is a set of symbols written on plastic products that identify the plastic resin out of which the product is made. Another UAV application in package delivery within opportunistic network environment has been introduced by Bacanli et al. [25] using different machine language techniques. Ribeiro et al. [26] developed an optimization model for belt conveyor inspection used in the mining industry. The goal of this model was to define how many UAVs are suitable for monitoring the system based on mixed-integer linear programming. Ma et al. [27] proposed two opportunistic routing protocols to handle the scenario where a UAV is collecting data from mobile sensors moving with different velocities. Ref. [28] proposed a system in which clusters of small UAVs share their computing resources to help clusters with limited resources finish their computational tasks in time. Oubbati et al. [29] introduced a routing scheme to investigate the incorporation of UAVs in vehicular ad hoc networks for rescue services using synthetic vehicle mobility data. In our case, the ground users, who represent the mobile nodes, carry the data collection devices. The mentioned work is just a few among many other UAV applications research [30,31,32] and while there is much existing research leveraging UAVs within opportunistic networks [33,34,35,36,37], none have used a real-world dataset.




2.2. Routing in Opportunistic Networks


Many routing strategies have been developed within opportunistic networks. Some of the most well-known approaches are Epidemic routing [37], Spray and Wait [38],   PROPHET [39], and State-based Campus Routing (SCR) [40]. Wang et al. [41] have proposed improvements to the PROPHET. Bacanli et al. [40] have worked on opportunistic network message flooding strategy in a campus environment and used the encounter dataset to create SCR (State-based Campus Routing) without any UAVs. Bacanli and Turgut [11] made a further extension to their work to integrate one or two standard military UAVs to cover the whole environment, the model did not include the use of charging stations. UAV path planning [13,21,42], the positioning of the UAVs [43], providing network coverage [44], and energy consumption of the UAVs [45] represent other areas of UAV research. Vargas et al. have explored the UAV scanning while routing them with grids using fixed and randomly moving mobile targets [46].




2.3. Energy Consumption and Charging Station


Da Silva et al. [47] considered a flying ad hoc network of drones that collects data from mobile sensors and sends the data to a base station. They presented a mixed-integer linear program to find the optimal trajectories for the drones to maintain this network through time while balancing between distance traveled by drones and their energy consumption. Hong et al. [48] presented a temporal routing algorithm to adjust the trajectory of UAVs used to collect data from sensors in a specific service area. The algorithm adapts the UAV’s trajectory based on their current power state to preserve energy. Although the authors in [49] made an extensive study to investigate how to balance between maximizing the UAVs battery level and maximizing the battery level across installed in-ground sites to provide the energy required to recharge the UAVs batteries. Galkin and DaSilva [50] suggested three options for UAV battery charging. The first option is to use multiple UAVs to provide continuous coverage to a specified area with each UAV taking its turn to provide the coverage until its battery is drained and then is replaced by another UAV. The second option is to use a single UAV and a docking station with a mechanical actuator to switch the drained battery of a UAV with a new one. The final option utilizes a laser to wirelessly power the UAV. Tseng et al. [45] modeled battery consumption of 3DR Solo and DJI Matrice 100 drones. They tested with a flight plan with static locations for an application case where predefined locations received the payloads [51]. Gong et al. [42] tested a scenario where data is collected from a set of sensors aligned in a straight line to achieve the minimum flight time. This work gives a theoretical basis and formula proof for our application scenario. Michini et al. [52] has worked on a scenario where the battery of the drones is swapped in less than 30 s by the automated battery swapping robots. This work contributes to the feasibility of our application scenario. Won [53] proposed UBAT, which is a heuristic framework based on ant colony optimization in order to solve the charging station deployment problem for UAVs. Unlike our study, it was a traveling salesman problem with ant colony optimization. This work extends the earlier research by Bacanli et al. [54] and our approach differs from the approaches mentioned above by UAVs collecting data from mobile nodes and traveling to stable positions for charging/battery replacement.





3. System Model


We consider a system consisting of a finite set of both mobile nodes and UAVs. All nodes and UAVs can wirelessly communicate and exchange messages when they come within a certain proximity of each other or when they are within the radio range of each other without relying on any fixed infrastructure.



Due to the constantly moving nature of the nodes, the connection among them changes over a time span T. The model can be represented by the graph   G = ( N , U , E )  , at a certain time in T, where N indicates the set of nodes, U the set of UAVs, and E the set of edges. An edge   e  i j    exists between i and j,   ∀ i ∈ N | U   and   ∀ j ∈ N | U   lies within the radio range for each other, and, hence, can share and exchange data over the provided wireless medium. The system model can, thus, be represented by a seven-tuple graph as follows


    G    = ( N , U , E , T , α , β , γ )     



(1)




where,


     α : N × T → { 0 , 1 }     



(2)






     β : U × T → { 0 , 1 }     



(3)






     γ : E × T → { 0 , 1 }     



(4)




 α  in Equation (2) is the node presence function that indicates whether a given node exists at a given time,  β  in (3) is the function that indicates whether a given UAV exists at a given time, and similarly,  γ  in (5) is the edge presence function that indicates whether a given edge exists at a given time.



It should be noted that the graph G is not necessarily be connected at every   t i  , where   0 <  t i  < T  . Nodes could be disabled over the time span T either due to being switched off by the user exiting radio range.



At any given time t, where   0 > t > T  , when a message is created at a source node, an end-to-end path between the source and the destination nodes may not exist in the underlying graph G since nodes and/or drones may be on or off due to their proximity to each other at the current moment.



In our system model, a message sent from a source node u travels in a journey through a sequence of sub-graphs   (  g 1  ,  g 2  , . . . ,  g n  )  , where    g i  ⊂ G   until it reaches a destination node v. The message is sent, carried, and forwarded in a manner determined by different routing schemes (see net section). When two nodes meet, they seize this opportunity to distribute the messages they are holding in order to increase the number of nodes carrying these messages depending on the routing scheme that was selected. Each node determines the messages it is interested in collecting and is willing to serve as their carrier from the current underlying subgraph    g i  ⊂ G   to another subgraph    g j  ⊂ G  .



Given the previous assumptions, the representation of the graph G described in (1), and a set of charging stations   C = (  C 1  ,  C 2  , . . . ,  C n  )  , find the locations   L = (  L 1  ,  L 2  , . . . ,  L n  )   of C that gives the best values of the network metrics being used.




4. Application Scenario


In our application scenario, there are three types of communicating pairs: UAV-to-UAV, node-to-node, and UAV-to-node. The pairs will communicate whenever they encounter each other. The system consists of people moving who carry electronic devices with WiFi connectivity. These people serve as the ground nodes for the opportunistic network with a set of UAVs that support the network in order to achieve high network performance in terms of low message delays and high success rate.



Nodes create text messages every 30 min with a 1-min error rate and distribute them in a hop-by-hop manner. These messages have a three-hour lifetime, starting from the initial creation of the message, after which the nodes stop receiving messages.



Both UAVs and nodes on the ground are using the IEEE 802.11 Wi-Fi protocol. The maximum connectivity distance is 250 m, which is appropriate for the IEEE 802.11 standard. The UAVs, however, are only responsible for distributing the messages through the network. The charging station is a circle with a one-meter diameter. The UAV stays at the charging station for 30 s to charge its battery. As charging a battery will likely take longer than 30 s, we assume that instead of charging the battery, the drained battery will be replaced with a fully charged one in 30 s.



The UAVs perform random spiral scans on the environment at a 100 m altitude. We assume that the UAV’s maximum speed is 20 m per second and 30 min of cruising time with a single charge. The UAV’s specifications are appropriate for a commercial drone, for example a DJI Matrice 300 RTK [55]. The UAV scanning strategy is autonomous, so there is no need for the central station. How far UAVs the move away from a charging station is determined by whether their battery time is enough to reach another charging station or not. In this case, it is also possible that the charging stations may also include control stations.



The main application scenario of the system is for disaster cases where the Internet is either not available, or the connection is not stable. The proposed system can broadcast messages through the campus area with the UAVs considering a university landscape where the dataset is collected.




5. Proposed Approach


The simulation starts off with each charging station having at least one UAV ready to take off. The UAV departs the charging station towards a random spot on the map section under study. At the center of the chosen spot, the UAV starts a spiral scan with a random spiral radius. The spiral radius is the maximum distance between the center of the spiral and the end of the last turn (curve) of the spiral. If the maximum spiral radius has been reached or the distance between the UAV and the center of the spiral exceeded the mapped area, the UAV first stops at that point on the air and then proceeds to another random spot to perform another spiral scan.



At any given moment, if the UAV barely has enough battery to reach the closest charging station, the UAV cancels its current cruising trip and immediately hits the nearest charging station. The UAV stays 30 s at the charging station for either battery replacement or charging, after which takes off again for another spiral scanning trip.



The spiral used in our approach is the Archimedes spiral. Archimedes spiral is a special case of the Archimedean spirals, named after the Greek mathematician Archimedes. It is defined as the space made over time by a point moving outward from a fixed central point with a constant speed along a line that rotates with constant angular velocity. An Archimedes spiral can be described with polar coordinates by the equation,


     r = a θ     



(5)




where r is the length of the radius from the center of the spiral, a is a constant that affects the distance between each turn of the spiral, changing a controls the distance between loops, and  θ  is the amount of angular rotation of the spiral. The distance between successive turns of the spiral is constant and equals 2  π a  .



If  θ  is measured in radians, then the equivalent parametric equations for the Archimedes spiral are,


     x  ( θ )  = a θ cos  ( θ )  +  x  i n i t i a l       



(6)






     y  ( θ )  = a θ sin  ( θ )  +  y  i n i t i a l       



(7)







As UAVs perform spiral scans on the opportunistic network, the spiral pattern is selected as scanning a small area will be possible with a spiral by adjusting d (density) and R (maximum radius) parameters of the spiral which is shown in Figure 2. What is interesting about the Archimedes spiral is that the density of the spiral (d) stays constant unlike other spirals, such as the Fibonacci (Golden) spiral, where density(d) increases in every turn. The density of the spiral is the distance between two consecutive arcs, while the maximum radius of the spiral is the distance between the center of the spiral and the end of the largest arc. For our application case, the density parameter (d) is set to 200. The maximum communication distance between nodes and UAVs is around 223 m. In that case, if the spiral density is 200 m, at least 2 encounters can be completed with a stable node on the ground. The maximum radius of the spiral is set to 400 m.



UAVs do not request any location information or private information from either the nodes or the other UAVs. The packet exchange between nodes and UAVs is minimal so that an encounter time between nodes and UAVs can be sufficient enough to obtain an efficient packet exchange. The UAVs have a GPS or a location sensor as they travel around the locations determined dynamically. As a result, the UAVs can be added or removed from the environment for maintenance or different purposes.



The locations of the charging stations are determined according to three different techniques, namely, K-means clustering, density-based spatial clustering of applications with noise (DBSCAN), and at random. In addition to the aforementioned clustering techniques, three routing protocols are used in our study: Epidemic, Spray and Wait, and State-Based Campus Routing (SCR). The next two sections explain the clustering techniques and the routing protocols used.



The charging station locations are determined as follows. The locations of the mobile nodes on the ground in the dataset are given as input to clustering algorithms. The generated cluster centers are then used in the network simulation as charging station locations. For the K-means clustering approach, the number of clusters is also given as input to the K-means clustering algorithm. For our case, we have given 3 as the number of desired clusters. For the DBSCAN algorithm, maximum distance between clusters parameter is set to 800 m and the minimum number of points in a cluster is defined as 5 points. Those parameters have given output as three clusters for the DBSCAN algorithm. In that manner, we achieve three cluster centers from both clustering algorithms. In addition, 3 random  points are created to compare with the clustering algorithms as we found that three clusters showed the best results for message delay and success rate metrics.




6. Clustering Approaches


We used three clustering approaches to find the best spots to place the charging stations, K-means, DBSCAN, and Random clustering. Each clustering approach is explained in this section. The three chosen clustering approaches represent parametric, non-parametric, and random techniques.



6.1. K-Means Clustering


The K-means algorithm is an iterative parametric algorithm that aims to divide a dataset into K distinct non-overlapping clusters where each data point of the dataset should belong to only one cluster. The algorithm starts by having K randomly chosen centroids for each cluster. Each data point of the dataset is then assigned to the nearest cluster centroid. The centroids are calculated again based on the newly formed clusters, which, in return, are calculated by obtaining the sum of the squared distance between the data points and the cluster’s centroid. The process is repeated until the new centroids are no longer changed. As the algorithm proceeds, homogeneous data points come closer to each other and they are contained within the same cluster. The way K-means works is depicted in Algorithm 1.





	Algorithm 1 K-means clustering algorithm



	 [image: Drones 06 00293 i001]






The locations of the UAV charging stations are determined using the K-means clustering on the dataset by taking the number of clusters to be created as a parameter and returns the cluster center locations of the created clusters. These centers act as the charging locations.




6.2. DBSCAN


The second approach used is DBSCAN, which is a non-parametric clustering algorithm. The idea of DBSCAN is to pack together points with many nearby neighbors and marking those points that lie alone in low-density regions as outliers. DBSCAN is depicted in Algorithm 2.





	Algorithm 2 DBSCAN Clustering Algorithm



	 [image: Drones 06 00293 i002]






In terms of our scenario, DBSCAN takes the maximum distance between clusters and the minimum number of nodes in a cluster as parameters. Based on these parameters, DBSCAN gives different numbers of cluster centers. The minimum number of nodes in a cluster is set to 3 for the DBSCAN cases.




6.3. Random


In this approach, the locations of the charging stations are chosen randomly on the map. We set out how many charging stations are needed, then the locations are placed randomly.





7. Routing Protocols


In this section, a brief description of the three routing protocols used in our framework is given, namely Epidemic, Spray and Wait routing, and SCR.



7.1. Epidemic Routing Protocol


In epidemic routing [37], each host maintains a summary vector (SV) that consists of a unique identifier for every message this host carries. The message either originated at this host or it has been buffered on behalf of other hosts. When two hosts come into communication range of one another, an anti-entropy session is initiated, during which the two hosts exchange their summary vectors to determine which messages the hosts carry, then each host decides which messages it needs by performing a logical AND operation between the negation of its summary vector and the summary vector of the other host. Following this, each host requests copies of those messages that it has not yet seen. Algorithm 3 depicts the Epidemic Routing protocol.





	Algorithm 3 Epidemic routing protocol



	 [image: Drones 06 00293 i003]






Vahdat and Becker [37] proposed a session strategy that is utilized in Epidemic, Spray and Wait, and SCR. Figure 3 shows an example session between nodes A and B. Considering that node A and B have encountered each other, node A will send its ID, concatenated with the message IDs that node A has in its buffer. In this example case, node A has messages with IDs 5, 14, 28, and 89. Once node B receives this message, node B replies with a message containing the message IDs that node B does not have. Node A sends the requested messages, with IDs 28 and 89, to Node B. Once the message exchange finishes, the same session strategy is repeated for node B and node A. At the end of the next session, the messages between A and B will be synchronized.




7.2. Spray and Wait Routing Protocol


Spray and Wait (SW) [38] aims to decrease the number of transmissions and limit the number of message copies spans over the network. The algorithm consists of the spray and the wait phases. In the spray phase, each message is associated with a limit L of the number of copies the next node that is encountered is allowed to distribute. This number is decreased by the number of transfers for this packet at each node. When the number of copies reaches one, the node carrying the message enters the wait phase, as it stops distributing any more copies of the packet and waits until it either meets the destination or the lifetime of the messages expires. If the destination is not found in the spraying phase, each of the nodes carrying a copy of the message waits to perform a direct transmission which means it will forward the message only to its destination.



A binary version of SW is also introduced in [38]. In the binary SW, a message initially originating at the source has L copies. Any node that has more than one copy of the message and encounters another node with no copies sends half of its copies to the encountered node and keeps the other half for itself. When only one copy remains, it switches to direct transmission. The pseudo-code for Spray and Wait is shown in Algorithm 4.





	Algorithm 4 Spray and Wait routing protocol



	 [image: Drones 06 00293 i004]







7.3. State-Based Campus Routing (SCR) Protocol


In SCR [40], nodes can serve either as a sender or a receiver. When two nodes come within a certain proximity to each other, they open a session. First, the sender node sends the message vector to the receiver node while keeping in mind that each message has an expiration date. The receiver node replies by sending another message vector that holds the message IDs that the receiver node does not have. The sender then sends the required messages whose IDs are listed in the previous transmission. Following this, the two nodes switch sender and receiver roles and open a new session.



In this routing method, each node can be either in an idle or active state. A node is considered to be in an idle state if the node encounters many nodes within a short period of time compared to its past encounter frequencies, at which point we presume that the node is in a standby area, such as a waiting place or a hot spot. If the node is in an active state, it means that the node is either walking or at someplace where encounter frequency is lower. The pseudo-code for an SCR session is shown in Algorithm 5.





	Algorithm 5 State-based Campus routing (SCR) protocol



	 [image: Drones 06 00293 i005]








8. Simulation Study


In this section, we explain our simulation environment, the datasets, and the metrics used to evaluate the simulation scenario.



8.1. Simulation Environment


The simulation study for the application scenario was carried out using Java. The in-house simulator by Bacanli and Turgut [11] is further developed for this application. The opportunistic wireless environment includes a 10% error rate for wireless communication.



We assume that the encounter duration between the nodes is long enough for packet exchange. Based on the nature of the opportunistic network, if the receiver does not receive a protocol message, the sender does not send the packet again. The reason being the message may be received from another node again when encountering takes place.




8.2. Dataset


Two datasets have been used in our simulation (Table 1), North Carolina State University (NCSU) and the Korea Advanced Institute of Science and Technology (KAIST) dataset by Rhee et al. [56]. The datasets contain the traces of the nodes every 10 s. The locations in the datasets are relative to an origin location. We have used the data points of all the nodes on the map at 300 s time intervals while applying the clustering techniques. Below is the description of each dataset:




	
NCSU Dataset: NCSU dataset contains 35 movement traces of students in the NSCU campus for 78,090 s which equates to more than 21 h. The width of the simulation environment is 14,629 m by 9714 m. We have removed the third movement trace. The removed movement trace goes to the corner of the map where no node movement activity takes place after around.



	
KAIST Dataset: KAIST dataset contains 22 movement traces of students in KAIST campus for 83,970 s which equates to more than 23 h. The width of the simulation environment is 13,226 m by 19,208 m. We have removed the traces that are shorter than 2 h in the original KAIST dataset, leaving 22 movement traces.









8.3. Metrics and Evaluation


Nine combinations are examined, DBSCAN with Epidemic (D_EP), DBSCAN with SCR (D_SCR), DBSCAN with Spray and Wait (D_SW), K-Means with Epidemic (K_EP), K-Mean with SCR (K_SCR), K-Mean with Spray and Wait (K_SW), Random with Epidemic (R_EP), Random with SCR (R_SCR), and Random with Spray and Wait (R_SW).



In our simulation, the number of clusters for K-means and Random clustering has been set to 3, and the maximum distance between clusters for DBSCAN has been set to 900 which generates 3 cluster centers as well. The number 3 has been chosen after comparing the results of several cluster center numbers as in (2, 3, 4, and 5), and the comparison resulted in favor of 3 clusters.



It is important to note here that certain parameters should be analyzed collectively to evaluate a given network. Therefore, we have used four metrics to quantitatively and qualitatively assess the effect of the aforementioned nine techniques on network performance. The metrics used are message delay, success rate, number of tours, and number of messages sent.



8.3.1. Message Delay


Message delay is one of the main metrics used to measure network performance, as it focuses on the time spent in the successful transfer of data packets from one point to another.



Message delay is defined as the time elapsed from creation until receipt of the message. Message delay is calculated for every message created during the simulation. Figure 4 and Figure 5 shows the cumulative distribution of message delay in the NCSU and KAIST datasets, respectively. To better visualize the message delay, we use box plots to present the data.



Figure 6 and Figure 7 shows the box plots of message delay distribution for the NCSU and KAIST datasets, respectively. In each box-and-whisker plot, the top and the bottom of the box are given by the 75th and 25th percentile, while the median is represented by the mark inside the box. The upper and lower whiskers are the maximum and minimum, respectively, after excluding the outliers. The outliers above the upper whiskers are those exceeding 1.5 of the upper quartile, and those below the minimum are those less than 1.5 of the lower quartile.



Regardless of the routing protocol used, the figures show that K-Means clustering (K_EP, K_SCR, K_SW) performs noticeably better than Random (R_EP, R_SCR, R_SW) and DBSCAN (D_EP, D_SCR, D_SW) clustering. When focusing on routing protocols, we see that Epidemic and SCR have very close results as both graph lines almost coincide with each other, yielding better results than Spray and Wait routing.



The best message delay readings can be found when K-Means clustering is combined with Epidemic routing. It is also clear that the behavior of every clustering approach is enhanced when Epidemic or SCR Routing protocols are chosen.




8.3.2. Success Rate


The success rate is defined as the percentage of the nodes that received a specific message. In other words, it is the rate of successful message delivery. The higher the success rate for a message, the higher the percentage would be. The success rate is the distribution rate of the message. If a message stays in the buffer of the node, then the success rate of the message is 0%. On the other hand, if the message is distributed to every node, the success rate is 100% [57].



Figure 8 and Figure 9 shows the complementary cumulative distribution of success rate in the NCSU and KAIST datasets, respectively. Figure 10 and Figure 11 shows the box plots of success rate distribution for three generated cluster centers for the KAIST and NCSU datasets, respectively. Again, the K-Means clustering with Epidemic and SCR schemes appear to achieve the highest success rates among their counterparts. It can be seen that both datasets show consistent behaviors.



It is worth noting that message delay and success rate are not dependent, meaning that a scheme that produces low message delay values does not necessarily guarantee a high success rate. For example, if a message is transmitted to only one node during its lifetime, it will have a low message delay and a low success rate as well.




8.3.3. Number of UAV Tours


Figure 12 and Figure 13 shows the number of tours made by the UAVs when each of the nine schemes is used in the NCSU and KAIST datasets, respectively. A tour begins when a UAV takes off from the charging station until it returns and lands at the charging station again. Meaning that every time a UAV takes off it starts a new tour.



The figures show that the minimum number of UAV tours is obtained when K-Means clustering is used, the three routing protocols (Epidemic, SCR, and Spray and Wait) yield similar performance. Our simulation shows that the total distances traveled by the nine schemes are similar which is around (16,266 km). This means that a UAV travels the same distance no matter which duet of clustering approach and routing algorithm is used, however, it made a fewer number of tours when K-Means is in effect. The lower number of tours means there were fewer numbers of landings and take-offs, which concludes that K-Means Clustering is the most energy-efficient approach as UAV land whenever it needs charging.




8.3.4. Number of Messages Sent


Figure 14 and Figure 15 shows the number of messages sent by the nine schemes in the NCSU and KAIST datasets, respectively.



It is interesting to note that when Epidemic routing is used with any clustering algorithm, it gives the highest total number of messages sent, which is an indication that it is a less energy-efficient routing protocol. This observation conceptually matches the fact that Epidemic routing consumes network resources at a high rate.



From the metrics introduced in this section, it can be inferred that SCR manages to balance the load and energy more efficiently than the other protocols.




8.3.5. Number of Messages Added to Buffer


When an encounter session is initiated, the nodes and UAVs exchange protocol messages, as well as actual messages. The more actual messages exchanged between nodes, the more efficient the communication becomes in an opportunistic network. If the number of messages added to buffers is small, it can be interpreted as the messages are not being distributed efficiently. For both datasets, K-Means shows a higher number of messages added to buffer comparing to DBSCAN and randomly places charging stations. Figure 16 and Figure 17 shows the number of messages added to buffer.






9. Conclusions


UAVs are becoming more widely used in many military and civilian applications. On the other hand, the limited battery life of UAVs creates challenges that need practical solutions. In this paper, we proposed a framework to solve the problem of charging station placement in a UAV-aided opportunistic network. The framework consists of three main parts which together form the proposed solution: (i) the way UAVs scan the area of interest; (ii) the use of three routing protocols to forward messages during UAV-to-UAV, UAV-to-Node, and Node-to-Node communication; and (iii) the use of clustering approaches to find the best spot to place the charging stations.



Different network performance metrics for all combinations between routing protocols and clustering approaches have been closely investigated to give the best understanding and assessment for the proposed framework.



The simulation study shows that K-Means clustering gives better results when compared to the DBSCAN and Random clustering approaches. Epidemic routing gives the best message delay and success rate readings among the SCR and the Spray and Wait routing protocols; however, it overloads network resources which results in high energy consumption rates. SCR shows almost the same message delay and success rates as Epidemic routing with the best energy consumption performance that makes it competitive with the Epidemic routing. We conclude that SCR performs the best when it comes to the overall network performance as it succeeded in maintaining a good balance among all the metrics used.
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Figure 1. UAV-aided opportunistic network architecture. 
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Figure 2. Archimedes spiral with density d and maximum radius as R. 
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Figure 3. Session example in epidemic routing. 
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Figure 4. Cumulative distribution function of Message Delay on NCSU Dataset. 
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Figure 5. Cumulative distribution function of Message Delay on KAIST Dataset. 
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Figure 6. Box plot distribution results of Message Delay on NCSU Dataset. 






Figure 6. Box plot distribution results of Message Delay on NCSU Dataset.



[image: Drones 06 00293 g006]







[image: Drones 06 00293 g007 550] 





Figure 7. Box plot distribution results of Message Delay on KAIST Dataset. 
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Figure 8. Distribution results of Success Rate on NCSU Dataset. 
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Figure 9. Distribution results of Success Rate on KAIST Dataset. 
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Figure 10. Box plot distribution results of Success Rate on NCSU Dataset. 
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Figure 11. Box plot distribution results of Success Rate on KAIST Dataset. 
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Figure 12. Number of UAV Tours in NCSU Dataset. 
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Figure 13. Number of UAV Tours in KAIST Dataset. 
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Figure 14. Number of UAV Tours in NCSU Dataset. 
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Figure 15. Number of UAV Tours in KAIST Dataset. 
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Figure 16. Number of Messages Added to Buffer in NCSU Dataset. 
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Figure 17. Number of Messages Added to Buffer in KAIST Dataset. 
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Table 1. Dataset properties.
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	Dataset Property
	NCSU
	KAIST





	Number of nodes
	35
	22



	Length of the map (in meters)
	14,628
	19,208



	Width of the map (in meters)
	9713
	13,227



	Data collection duration (in seconds)
	78,090
	83,970



	Data collection frequency (in seconds)
	300
	300
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Host v sends SV (0) to u;
g ¢ SV(0) + (=SV(u));

Host u requests insgé from v;
Host o sends 5g$ to u;
foreach m ¢ isgs do
if ,smmnnnmx(u) then
| consume(m);

ML

" ore(u,m)
e nd
end
messagesExchange ¢ true
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