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Abstract: The navigation of autonomous underwater vehicles is a major scientific and technological
challenge. The principal difficulty is the opacity of the water media for usual types of radiation
except for the acoustic waves. Thus, an acoustic transducer (array) composed of an acoustic sonar
is the only tool for external measurements of the AUV attitude and position. Another difficulty is
the inconstancy of the speed of propagation of acoustic waves, which depends on the temperature,
salinity, and pressure. For this reason, only the data fusion of the acoustic measurements with data
from other onboard inertial navigation system sensors can provide the necessary estimation quality
and robustness. This review presents common approaches to underwater navigation and also one
novel method of velocity measurement. The latter is an analog of the well-known Optical Flow
method but based on a sequence of sonar array measurements.

Keywords: autonomous underwater vehicles; navigation; data fusion; acoustic sensing

1. Introduction

Autonomous underwater vehicles (AUV) or “underwater drones” [1] constitute a
significant class of robots that has many applications in various areas from commercial
to military [2], including, e.g., marine archeology [3] and geoscience [4]. A number of
possible applications are related to under-ice research in the Arctic seas [5,6]. Moreover,
an explosive increase in AUV applications and market demand is predicted in the near
future [7]. One of the most important issues is the navigation of AUVs, which is a major
scientific and technological challenge. The principal well-known difficulty is the opacity
of the water media for usual types of radiation except for acoustic waves. For example,
computer vision, which is one of the major components in the autonomous vehicle data
pipeline, is not applicable underwater since eyesight is much more limited (~5 m). Thus, for
most of the practical needs, acoustic devices provide the easiest way to obtain information
about the AUV localization and attitude [8]. One of the disadvantages of the acoustic
tools is the inconstancy of the acoustic wave propagation speed, which depends on the
temperature, salinity, and pressure [9] (Chapter 14). Thus, the construction of a robust
navigation system requires the data fusion of the acoustic sensor measurements with
information from other sensors in the onboard inertial navigation system (INS). Direct
positioning is achieved by the measurement of the time of acoustic signal propagation
from the vehicle to some objects with a known position. These methods are presented
in Sections 2 and 3. The direct positioning measurements can be effectively improved
by adding the measurements of the vehicle velocity and then by fusing the result of the
velocity integration with successive position measurements. One possible way to measure
velocity is based on the Doppler effect, which manifests as the frequency shift proportional
to the relative velocity. Special devices, such as acoustic Doppler current profilers (ADCP)
and Doppler velocity logs (DVL), are widely used in underwater navigation. An example
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of the fusion of Doppler measurements with the data from the onboard navigation system
and external positioning system will be given below in Section 4. Sonars or arrays of
acoustic emitters–receivers provide more opportunities for underwater localization and
navigation. Some of the applications and possible approaches based on their use will
be given in Sections 5 and 6. The measurements in underwater media generally lead to
nonlinear observation equations, and most authors usually resort to various modifications
of the Kalman Filter (KF), such as Extended Kalman Filter (EKF), Particle Filter, or Un-
scented KF. However, underwater measurements are indirect: instead of coordinates, they
yield distances and/or bearing angles. For this reason, some of the mentioned methods
have limited applicability, and more specialized approaches to estimation are necessary.
Such approaches are presented in Section 7, where we describe the pseudo-measurement
method and the conditional minimax filter. The former [10] has its origin in underwater
applications, whereas the latter was successfully used in the control of aerial vehicles [11].
A transformation of these methods for estimation based on the distance to the seabed
measured by sonar is presented in Section 7. Section 8 contains conclusions.

2. Baseline Positioning Systems

Underwater acoustic positioning systems are generally categorized into three broad
classes [12], namely, long baseline (LBL), short baseline (SBL), and ultra-short baseline
systems (USBL). The baseline approach implies measuring the range to several (three or
more) spaced acoustic beacons with known coordinates and solving the corresponding
system of equations, which connects the known beacons’ coordinates, measured distances,
and AUV coordinates as unknown variables. In a detailed review [12], various realizations
of this approach are presented, showing the necessity of different methods and various
beacon placements depending on the real range of the AUV operation and the correspond-
ing mission. Besides the beacons, an acoustic transducer array with known coordinates can
be used. Transducers receive the acoustic signal, the source of which is the AUV itself (so
this is the case when a threat to the AUV detection is irrelevant). In all baseline methods,
the raw positioning data are resolved from the distances and angles between the sources
and receivers of the acoustic signals (acoustic beacons, elements of the transducer arrays,
AUV transponders). An imaginary line forming the sides of the reference triangle(s) is
known as the “baseline”. The reference frame can be associated with the transponder array
itself, a physical object (such as a dam, a ship, or a pier), or the Earth, and the AUV offset
coordinates are calculated with respect to this frame. A comparison of different types of
acoustic positioning arrangements is presented in [9] (Chapter 16).

2.1. Long Baseline Systems

The known LBL systems provide a rather high level of position accuracy—generally
better than 1m. This level of accuracy is a standard for LBL, but in the case of very
robust transponder positions, it can be improved up to 0.01 m [13]. The transponders
are typically mounted in the corners of the operational area. Usually, the positions of
transponders are very stable if they are installed in the reference frame of the worksite itself
(i.e., on the seabed). The wide transponder spacing results in excellent geometry for position
computations. In most cases, the LBL system operates distantly from the sea surface to
avoid producing additional noise. The usage of LBL covers various applications, such as
underwater target localization [14], the fusion of INS and LBL [15], marine geodesy [16],
and AUV self-localization [17]. More applications of LBL relate to Arctic research and
navigation under the ice [5,6].

2.2. Ultra-Short Baseline Systems

Ultra-short baseline (USBL) systems (sometimes referred to as super-short baseline
(SSBL) systems) [18] typically use relatively short (e.g., 230 mm across), tightly integrated
transducer arrays. These arrays are usually mounted at the bottom end of a rack on the side
or on the bottom of a surface vessel (SV). Unlike LBL and SBL systems, which determine the
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position by measuring multiple distances, the USBL transducer array is used to measure
the target distance from the transducer rack (using the signal travel time) and the target
direction (by measuring the phase shift of the response between the individual transducer
array elements). The combination of distance and direction allows the calculation of the
position of the tracked target relative to the surface ship. Additional sensors can be used,
including GPS, a gyroscope, or a electronic compass, and a vertical reference unit can be
used to compensate for the changes in position and orientation of the SV and its measuring
rack. The advantage of USBL systems is that they do not require an array of transponders
on the seabed. The disadvantage is that the positioning accuracy and reliability are inferior
to those of LBL systems. This is because the low angular resolution of the USBL system
results in a larger position error at a greater distance. In addition, each of the multiple
sensors required for the position and orientation compensation introduces additional
errors. Finally, since the underwater acoustic environment is non-homogeneous, it causes
signal refractions and reflections, which have a greater impact on the positioning of the
USBL than in the case of the LBL geometry. Interestingly, a strap-down inertial navigation
system (SINS) with USBL can be effective means for underwater positioning [19]. USBL
technology has been the primary choice in underwater positioning [20,21]. For a stand-
alone SINS, its positioning error accumulates over time; nevertheless, the high-precision
positioning technology needs the application of statistical methods for isolation of non-
properly operating sensors [22]. In the work [23], it is shown that the high-precision phase
difference information can be obtained based on the non-equidistant quaternary array and
the phase difference acquisition mechanism.

2.3. Short Baseline Systems

Short baseline (SBL) systems use a baseline consisting of three or more individual
sonar transducers that are connected by wire to a central control box. Accuracy depends
on transducer spacing and mounting method. When wider spacing is employed, as when
working from a large working barge or when operating from a dock or other fixed platform,
the performance can be similar to LBL systems. When operating from a small boat, where
transducer spacing is tight, accuracy is reduced. Similar to USBL systems, SBL systems
are frequently mounted on boats and ships, but specialized modes of deployment are
common too. For example, the Woods Hole Oceanographic Institution uses an SBL system
to position the Jason deep-ocean ROV relative to its associated MEDEA depressor weight,
with a reported accuracy of 9 cm [24].

2.4. GPS Intelligent Buoys

GPS intelligent buoy (GIB) systems can be regarded as inverted LBL devices, where the
transducers are replaced by floating buoys, self-positioned through GPS [25,26]. The tracked
position is calculated in real time at the surface from the time-of-arrival of the acoustic
signals sent by the underwater device, and acquired by the buoys. Such configurations
allow fast, calibration-free deployment with an accuracy similar to LBL systems. Contrary
to LBL, SBL, or USBL systems, GIB systems use one-way acoustic signals from the emitter
to the buoys, making it less sensitive to surface or wall reflections. One of the GIB sys-
tems presented by a French company, ACSA [26], can be used to track AUVs, torpedoes,
or divers; it may be used also to localize airplanes’ black boxes and even mines. Another
application is weapon testing and training, where GIB systems are used to determine the
impact coordinates of inert or live weapons. An interesting approach to the optimization
and modeling of GIB with the aid of neural networks is presented in [27]. In the paper [25],
a general approach to GIB is presented, and a typical configuration of the positioning AUV
system is given. The signal transmitted by the AUV at regular intervals is received by a set
of buoys located in the vicinity of a surface vehicle. The coordinates of the underwater mo-
bile can be calculated through the intersection of corresponding spheres. The advantages
of this approach are the rather small period of installation and no need for calibration. It
takes only one hour to install the GIB system, as reported in [25].
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2.5. Comparison of Acoustical Positioning Methods

A detailed comparison of various acoustical positioning methods is presented in [9];
here, we summarize the information in Table 1.

Table 1. Acoustic positioning methods.

Method Position of Beacons/Transponders Accuracy Note

LBL Sea floor/surface 0.1–1 m operation ranges limited (up to 5 km)

USBL SV (surface vessel) >> 1 m only limited by SV

SBL SV/fixed platform up to 0.1 m

GIBs Sea surface up to 1 m (as LBL) easy installation

2.6. Positioning Systems Based on Absolute Velocity Measurements

Determining the position of an underwater vehicle in the absence of external measure-
ments such as GPS requires the use of the capabilities of the onboard navigation system,
which makes it possible to estimate the current speed and direction of movement in the
global coordinate system [28]. However, the INS sensors are prone to drift, and huge
integration errors might occur within a few minutes. Additional measurements can allevi-
ate these issues and correct the INS errors. One of the most frequently used and, hence,
the most important element of an underwater navigation system is the measurement of the
speed. In modern devices, as a rule, Doppler speed meters are used, or their analogs, which
allow the measurement of speed based on the evolution of the seabed image obtained
using sonars or acoustic profilers. These navigation methods will be discussed below in
Sections 4–6.

3. Various Approaches to Underwater GPS

In this section, we give a series of examples reporting the realization of acoustic
GPS in various areas of application and different environments. As in the surface GPS,
an underwater positioning system needs the creation of a network of nodes (acoustic buoys
or transponders) with a known and very stable position. The unknown position of the
vehicle is determined from the system of equations relating the vehicle’s unknown position
and the times of the acoustic signal propagation between the AUV and the nodes. Various
methods of AUV positioning and navigation are presented in the review [29].

3.1. Positioning Based on the Bio-Inspired Sensing

Recently, interesting bio-inspired methods of underwater positioning have
emerged [30]. Even though the original optical methods are not directly applicable to
underwater applications due to the extremely fast absorption of electromagnetic radiation
in water, there are some features of the optical waves that remain, allowing for more or less
reliable determination, which may be suitable for navigation purposes. Among them are
color [31] and polarization [32]. It is difficult to judge the efficiency of this methodology in
real navigation applications since the achieved accuracy of positioning is approximately
6 m per kilometer travelled [30]; however, the achievements in color and polarization
registration are rather useful for zoological and bio-underwater research [33,34].

3.2. Positioning with GPS and Dual Acoustic Device with USBL and Forward-Looking
Sonar Combination

An example of coordination of the ultra-short baseline (USBL) and forward-looking
sonar (FLS) is given in [35]. This system overcomes the limitations of the existing under-
water GPS positioning techniques, which can determine only the position of the target
that carries an acoustic transponder device. The system also realizes the real-time po-
sitioning of random and unknown targets within any water area, indicates the latitude
and longitude coordinates under the WGS84 (World Geodetic System 1984) coordinate
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system, and demonstrates very good mobility. The underwater GPS positioning system
based on the dual acoustic device can extend GPS positioning to the underwater area by
using an USBL and an FLS. The mother ship (MS) carries a differential GPS (DGPS) mobile
station. The front end of the remotely operated underwater vehicle (ROV) is equipped
with an FLS, and the USBL’s transceiver and the transponder are, respectively, installed
on the bottom of the MS and the ROV. The USBL can coordinate with the DGPS and other
auxiliary equipment to obtain the latitude and longitude coordinates under the WGS84
ellipsoidal coordinate system of the USBL’s transponder carried on the ROV. In addition,
from the imaging of the target in the FLS and the relative position between the FLS and the
USBL’s transponder, the variation in the coordinates of the target relative to the USBL’s
transponder can be obtained. By superimposing these two results, the coordinates of the
target in the WGS84 ellipsoidal coordinate system can be calculated.

3.3. Positioning Systems Based on Orthogonal Waveforms

Orthogonal waves are commonly applied in radar and sonar systems to solve multi-
target detection problems. Currently, existing underwater acoustic positioning systems
(UAPSs) can supply only a small number of users, mainly because there is no suitable signal
for multi-target systems. In this work [36], the authors introduced orthogonal waveform
theory to UAPSs and analyzed the performance of phase-coding signals according to
different parameters. Then, based on the actual requirements, the authors designed a
group of orthogonal waveform phase-coding signals using a genetic algorithm. They
found that the signals designed had good correlation performance, excellent frequency
resolution compared to tone signals, high Doppler tolerance, and were relatively unaffected
by reverberation. Simulations conducted with different carrier frequencies showed that
the proposed system was able to process more than 80 signals. The proposed signals also
showed high time resolution and millisecond-level time delay estimation precision with
10 dB SNR (signal-to-noise ratio); further, the multi-path and aliasing performance of the
proposed system were shown to meet real-world application requirements. Experimental
results showed that the designed signals are suitable for UAPSs, with high positioning
precision and continuous trajectory. Taken together, observations confirmed that the signals
designed have highly favorable correlation performance and show attractive potential
application in UAPSs.

3.4. Positioning System Based on GPS Surface Nodes and Encoded Acoustic Signals

In this work [37], an underwater positioning system based on beacons equipped
with GPS and acoustic transducers has been characterized for different measurement
errors related to environmental conditions and geometrical configurations. This system
uses Kasami codes to improve the detection of the acoustic signals, obtaining a better
estimation of the distances between the nodes, process gain against noise, and allowing for
multiuser capabilities. Considering the measurement process of the system, any additional
underwater vehicle in the environment only requires a different code to be identified and
located. The vehicles would respond to the same code emitted by the ship and, taking
advantage of the good cross-correlation properties of certain coding schemes, such as
Kasami codes, no time guard protocol is needed, and the same measurement cycle and
positioning algorithms can be used. This way, the number of underwater vehicles located
by the positioning system could be easily increased at the expense of slightly increasing
the computational time at the ship. The codes used by the underwater vehicles should
be known by the beacons and the ship, so that they can distinguish from which one the
received signal is coming in order to calculate their position.

3.5. Positioning with Long Baseline (LBL)

Conventional long baseline (LBL) acoustic navigation systems require multiple sta-
tionary transponders, i.e., fixed or moored on the sea floor [4]. With a maximum acoustic
range of 5–10 km, fixed LBL networks can cover geographically limited mission areas.
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Moreover, the majority of commercially available LBL navigation systems available over
the past 30 years were designed to use pulsed narrowband continuous waveforms. This
design inherently limits to the system the navigation of one vehicle per interrogation–
response acoustic cycle, which is usually scheduled through a time division multiple access
(TDMA) schedule to avoid acoustic interference. Although this limitation is acceptable for
single-vehicle deployments, it is less desirable for multi-vehicle deployments because the
interrogation–response navigation update period increases linearly with the number of
vehicles (thereby proportionally decreasing each vehicle overall navigation update rate).
In practice, this limits tone-burst LBL navigation to networks of a few vehicles. Modern
INS position error is on the order of 1 percent of the path length and, when properly
calibrated and aided by a DVL, can approach the quality of 0.1 percent of the whole path
length. LBL acoustic positioning uses travel times converted to ranges from two or more
widely spaced (long baseline) stationary beacons (a net) to trilaterate the location of a
moving receiver (vehicle) in two or three dimensions [8,38]. The beacons are typically
stationary (fixed baseline) and moored to the sea floor with tethers. The beacons can also
be held in fixed relative locations on a moving platform such as a ship (moving baseline).
Their signals must be uniquely identifiable, which is typically accomplished through the
assignment of unique coded pulses or frequencies to each beacon. The beacon locations
must be determined during an initial offline survey. During operation, the receiver either
actively interrogates (pings) the beacons acoustically and measures the round-trip travel
time to each beacon or passively listens to the net being interrogated remotely or triggered
on a synchronized time base. Travel times are converted to slant ranges that yield spherical
constraints on vehicle position (active interrogation) or hyperbolic constraints (passive
listening). Additional information, such as an independent estimate of the receiver’s depth,
can also constrain the position fix. When the number of constraints matches the number of
unknown positional degrees of freedom (exactly determined), a position fix can be attained
geometrically. The overdetermined case is typically solved using least-squares methods.
Although the basic premise of spherical and hyperbolic LBL navigation is straightforward,
its implementation for deep-ocean navigation requires addressing beacon survey, sound
velocity profile compensation, and various systematic and random noise sources.

3.6. Positioning with Long Baseline (LBL) under Ice

A few authors have discussed the design and performance of AUV navigation systems
for polar latitudes [5]. They suggest an under-ice LBL positioning system based on a
combination of ice-moored and sea-floor beacons [5,6].

Some authors report diver-towed underwater GPS receivers [39]. Even such reliable
and low-cost solutions provide the GPS solution in limited size. Here, the main error source
for exact positioning is the additional cable between the buoy and the diver. Such systems
can achieve sub-meter accuracy.

3.7. Synchronous-Clock, One-Way-Travel-Time Acoustic Navigation

This approach demonstrates the development and deployment of a synchronous-clock
acoustic navigation system suitable for the simultaneous navigation of multiple under-
water vehicles [40,41]. Their navigation system is composed of an acoustic modem-based
communication and navigation system that allows for onboard navigational data to be
broadcast as a data packet by a source node and for all passively receiving nodes to be
able to decode the data packet to obtain a one-way-travel-time (OWTT) pseudo-range
measurement and navigational ephemeris data. The navigation method reported herein
uses a surface ship, acting as a single moving reference beacon to a fleet of passively
listening underwater vehicles. All vehicles within the acoustic range can concurrently
measure their slant range to the reference beacon using the one-way-travel time measure-
ment methodology and additionally receive transmission of the reference beacon position
using the modem data packet. The advantages of this type of navigation system are that it
can concurrently navigate multiple underwater vehicles within the vicinity of the surface
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ship and provide a bounded-error XY position measure that is commensurate with con-
ventional moored long baseline (LBL) navigation systems (i.e., order of 1 m), but unlike
LBL, it is not geographically restricted to a fixed-beacon network. The authors present
results for two different field experiments using a two-node configuration consisting of
a global positioning system-equipped surface ship acting as a global navigation aid to
a Doppler-aided autonomous underwater vehicle. In each experiment, the vehicle posi-
tion was independently corroborated by other standard navigation means. Results for a
maximum likelihood sensor fusion framework are reported [42].

3.8. Comparison of Various Approaches to Underwater Positioning

We summarize the information on the GPS-like methods of underwater positioning in
Table 2.

Table 2. Various underwater positioning methods.

Method Additional Means Accuracy Operation Range Multiple AUV

USBL + FLS SV (surface vessel) 1.2 m Close to SV No

Orthogonal waveform High Yes

GPS surface beacon Encoded signals High Close to beacon Yes

LBL + OWTT SV (surface vessel) 1 m (as LBL) Close to SV Yes

4. Doppler Effect-Based Acoustic Navigation

DVL [43], as well as ADCP [2], are the most important devices used for velocity
tracking of the AUV [44]. As for DVL, it appeared relatively recently and consists of four
emitters of periodical acoustic signals, directed in front of the vehicle, to determine the
relative velocity between the vehicle and the seabed in four directions: forward, to the
right, to the left, and backward. ADCP can measure the distribution of the water current
velocity depending on the position of the measurement unit. Both these devices use the
Doppler effect, which manifests in the change in the frequency of the emitted–reflected
acoustic signal, which depends on the relative velocity of the vehicle and water. Usually, it
is combined with the original location, the heading by the compass or gyroscope, and the
acceleration sensor data. A set of sensors is combined (usually using the Kalman filter) [45],
and the Janus matrix equation related to four channels of velocities measurement [46] is
solved. The solution of these equations yields the estimate of the AUV absolute velocity,
which is finally used in dead-reckoning to estimate the position of the vehicle. To minimize
the possible errors, DVL needs calibration, which corrects the DVL position in the AUV co-
ordinates frame and equalizes the coefficients of the four DVL measurements channels [47].
The main aim of the DVL is INS velocity assistance. Other additional auxiliary sources
include bottom-track DVL and acoustic positioning with USBL. Data received from the
AUV operation in real conditions showed the efficiency and sustainability of the proposed
navigation system, its reliability, and robustness [48].

The usage of Doppler-based sensors in the INS [49] provides fruitful results in attitude
measurement accuracy [50], which includes a small difference in scale factors in channels
of order 10−3 and a small bias in the pitch, roll, and yaw channels. See Table 3, which
presents the relative errors of measurement channels and orientation angles.

Table 3. Relative errors of measurement channels and errors of the orientation angles [50].

Scale factor 1.0× 10−3 3.3× 10−4 3.3× 10−4

Pitch 9.0× 10−2 1.0× 10−2 1.0× 10−2

Roll 8.9× 10−2 7.2× 10−4 5.6× 10−4

Yaw 8.1× 10−3 4.2× 10−3 3.8× 10−4
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5. Navigation with the Aid of Position Estimation Algorithms Based on Acoustic
Seabed Sensing and Angle Measurements

The onboard navigation systems of almost all AUVs are subject to uncontrolled bias,
causing errors, which increase quite quickly compared to the time of the mission. Therefore,
as a rule, it is necessary to correct the sensor readings. In unmanned aerial vehicles (UAVs),
this correction can be carried out according to the readings of the satellite system or based
on surface observations using video cameras. This requires special estimation methods
given the bearing only observations and corresponding UAV control algorithms [51–55].
For underwater vehicles, these methods are not directly implementable due to the already
mentioned limits of video recording. Moreover, as a rule, there are no detailed maps of
the seabed relief, and the characteristic features—which, in the case of the seabed, could
be rocks, the remains of shipwrecks, etc.—may also be absent. Hence, the underwater
environment requires other types of INS measurement correction. One example of such
correction is a depth map prepared in advance for the route of the planned mission. This
map serves as a reference for the correction of the depth sensor readings and, accordingly,
the position on the route [56]. A system of this type was designed for the AUV Autosub
6000. It allowed the estimation of drift in dead-reckoning navigation by comparing the
observed bathymetric data in the multibeam echo sounder data with the reference map [57].
The reference map comprises single bathymetric line data, one swath width across, covering
the mission work area. The paper discusses biases in common AUV navigation sensors and
their impact on navigation on a map created during a mission using an underwater vehicle.
To analyze navigation errors accumulated during the Autosub 6000 research mission and
computational limitations for real-time applications, a filter was proposed based on the
discussion in the paper.

5.1. Sonars

A significant improvement in the characteristics of acoustic rangefinder instruments
and the possibility of combining them into arrays of emitters–receivers (sonars) opens
up new perspectives in the use of acoustic methods for the positioning and navigation of
autonomous underwater vehicles. The quality of the images formed by sonar allows the
use of well-known processing techniques derived from visual optics. Nowadays, synthetic
aperture sonars (SAS) and tomographic sonars are increasingly used in the acoustics of
underwater vehicles [58,59].

A shallow-water SAS design requires an understanding of key systemic and envi-
ronmental problems. The main features limiting SAS performance are the accuracy of
micronavigation (the task of estimating the length of the acoustic path to allow focus-
ing of the aperture), the effects of multipath propagation, and the target viewing angle
changes. The accuracy of micronavigation has been successfully solved by a gyrostabilized
antenna with a displaced phase center, which combines motion estimates based on data
with external orientation sensors. The effects of multipath propagation in shallow water are
effectively countered by a narrow vertical beam. The shadow blur caused by the change in
the viewing angle is diminished by raising the center frequency to reduce the length of the
SAS integration and at the same time supporting the desired resolution and by developing
a system with a minimum glancing angle of around 6° to decrease the length of the shadow.
These factors led to choosing a central frequency of 300 kHz and a multipath alleviation
scheme with multiple vertical beams. Experimental results obtained with a sonar that
includes these attributes allowed SAS images to be obtained with a resolution of 1.6–5 cm
in the transverse cross-range, and the shadow contrast exceeded 5 dB at a range of up to
170 m at a depth of 20 m [60].

5.2. Design and Performance of Sonars

A comprehensive description of the sonar technology may be found in [61,62]. Sonars
in AUV applications are used for underwater simultaneous localization and mapping
(SLAM) [63], and in AUV navigation [29]. When an underwater object is insonified at many



Drones 2021, 5, 83 9 of 18

different viewing angles, the signals reflected from the object can be sampled in space
and time by an array of sensors that can form a real or synthetic aperture. Backscattering
signals contain spatial information that can be processed with inverse transformation
methods to form an image of the two-dimensional spatial distribution of the acoustic
reflectivity function of the object. The sector of the polar wavenumber spectrum, which is
defined by data space or signal measurement space, quantifies the change with the aspect
angle of the spatial frequency components that contribute to the backscattering signal.
The radial sector extent is determined by the temporal bandwidth of the incident sonar
pulse, and the angular extent of the sector is defined by the range of aspect angles over
which the object is insonified. Similarly, the angular length of the sector is determined
by the size of the aperture, which is formed by the positions of the sensor relative to
the object. The described concept gives a generalized structure that combines sonar
imaging techniques such as synthetic aperture sonar, image reconstruction from projections
(reconstructive tomography), and side-scan sonar with a real aperture. The difference
in these methods is directly due to the azimuthal angle subtended by the sensing array
aperture. For a sonar with real aperture, this azimuthal angle is usually a fraction of a
degree; for a sonar with a synthetic aperture with a strip map, it is several degrees; for
a spotlight synthetic aperture sonar, it is tens of degrees; and for tomographic imaging
sonar, it is 360°. Experimental results for a side-scan sonar with real aperture, a sonar with
a synthetic aperture, and a tomographic sonar demonstrate that as the azimuthal extension
of the angle formed by the sonar aperture increases, an acoustic image is developed from a
single blurred point to an identifiable object.

6. Position Estimation with Seabed Sensing

The idea of this method was first suggested in [64]. Further mathematical develop-
ments were given in [65]. We emphasize that this method uses a well-known optical flow
approach from UAV practice. An optical flow is a map of the local displacement rates of
image points extracted from a sequence of video frames. Initially, these data were used
to analyze the resolution of space and aero-imagery. However, it became clear that the
assessment of the image shifts included information about the vehicle’s orientation and
angular velocities, which made it possible to include these data in the system of angu-
lar and linear velocity sensors and incorporate them into the UAV control system. Of
course, video filming in underwater vehicles is not possible in a way similar to the surface
applications since the opacity of water media only allows objects to be observed within
distances of less than 5 m. However, high-resolution sonar, which creates a distance map
from the device to the seabed, can be a source of such “video information”. In our recent
works [65], we proposed a distance-map-based method for the control and navigation of
an AUV and provided comparison with traditional approaches. Thus far, as there are no
explicit globally optimal solutions for the stochastic problems with nonlinear observations,
we have considered the control and position estimation problems in the locally optimal
formulation. The algorithm for position estimation is formulated on the dead-reckoning
with speed evaluated from the “acoustic images” evolution. By “acoustic image” we refer
to the seabed distances that are registered by the acoustic sonar. Moreover, we propose the
filtering algorithms formulated on the AUV dynamic model and direction of arrival (DOA)
measurements.

Here, we give a brief explanation of the position estimation algorithm proposed.
Assume that an AUV has an array of acoustic sensors, which are aimed at the seabed
at different angles (γi, θ j). At time instant tk, acoustic sensors make an image: a set of
measurements of the distance to the seabed Lij

k = L(Xk, uk, γi, θ j), where Xk is the AUV
position and uk is its movement direction. Given the difference between the values of cor-
respondent distance measurements Lij

k and Lij
k+1 made at the consecutive time instants tk+1

and tk, we can obtain information about the shift in the AUV’s position ∆Xk+1 = Xk+1−Xk
and speed Vk. This is achieved in a similar manner to the optical flow estimation by the
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Lucas–Kanade method [54], but in our case, an image is the set of acoustic measurements,
and the role of pixel intensity is played by a single seabed distance.

Let the AUV speed vector be defined by its absolute value Vk = ‖Vk‖ and two angles:
γk, the angle between Vk and the horizontal plane x0y, and θk, the angle between the
projection of Vk on the horizontal plane x0y and the axis 0x. The acoustic beams are
emitted by AUV sensors at the set of aiming angles (γi, θ j), i, j = 1, . . . , M. The absolute
direction of the (i, j) beam is given by the angles (γk + γi, θk + θ j); see Figure 1.

Xk

Lijk

xijk

seabed

V∗k

γk + γi

θk + θj

x

y

z

Figure 1. Acoustic beam (i, j) reaching the seabed surface at xij
k .

At the time instant tk the (i, j), beam reaches the sea floor at the point with coordinates
xij

k = (xij
k , yij

k , zij
k )

T , and ek = (eX
k , eY

k , eZ
k )

T is the beam direction:

xij
k = Xk + Lij

k ek, (1)

Let ψ(x) = 0 be the profile of the seabed, where ψ(·) is some smooth function. If x is a
function of X, L, and e, then

x(t) = X(t) + L(t)e(t),

Now, we calculate the total derivative dψ(x)
dt = dψ(x(X(t),L(t),e(t)))

dt .
Suppose that, at any seabed point reached by the acoustic beam, we know the partial

derivatives of ψ(·). Rewriting the total derivative in discrete time with substitution of the
differentials with corresponding increments, we have the following equation:

δψ

δx
(xij

k )∆Xk+1 +
δψ

δy
(xij

k )∆Yk+1 +
δψ

δz
(xij

k )∆Zk+1 = Bij
k , (2)

with

Bij
k = − δψ

δx
(xij

k )
(

∆eX
k+1Lij

k + eX
k ∆Lij

k+1

)
− δψ

δy
(xij

k )
(

∆eY
k+1Lij

k + eY
k ∆Lij

k+1

)
(3)

− δψ

δz
(xij

k )
(

∆eZ
k+1Lij

k + eZ
k ∆Lij

k+1

)
.
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The unknowns ∆Xk+1, ∆Yk+1, ∆Zk+1 can be estimated with the method of least-squares:

∆X̂k+1 = argmin
∆Xk+1

M

∑
i,j=1

(
δψ

δx
(xij

k )∆Xk+1 +
δψ

δy
(xij

k )∆Yk+1 +
δψ

δz
(xij

k )∆Zk+1 − Bij
k

)2
(4)

Rewriting Equation (2) in vector form with respect to the aiming angles set (γi, θ j),
i, j = 1, . . . , M

Ak∆Xk+1 = Bk,

where Ak and Bk are formed by vertically stacked row-vectors and values which correspond
to the individual observations:

Ak =



δψ
δx (x

11
k ) δψ

δx (x
11
k ) δψ

δx (x
11
k )

...
...

...
δψ
δx (x

1M
k ) δψ

δx (x
1M
k ) δψ

δx (x
1M
k )

...
...

...
δψ
δx (x

MM
k ) δψ

δx (x
MM
k ) δψ

δx (x
MM
k )


, Bk =



B11
k
...

B1M
k
...

BMM
k

. (5)

Then, the least-squares optimization problem (4) solution can be obtained in the
common form:

∆X̂k+1 = [AT
k Ak]

−1AT
k Bk. (6)

and the dead-reckoning estimate of the AUV’s position is

X̂k+1 = X̂k + ∆X̂k+1. (7)

Here, we summarize the algorithm for the proposed AUV position estimation method
with acoustic seabed sensing:

1. at time instant tk+1, measure the seabed distances Lij
k+1 using the acoustic sensors

i, j = 1, . . . , M and obtain the increments ∆Lij
k+1 = Lij

k+1 − Lij
k ;

2. considering the direction angles’ values on the current step (γk+1, θk+1) and the previ-
ous one (γk, θk), calculate the increments (∆eX

k+1, ∆eY
k+1, ∆eZ

k+1)
T using

ek = (eX
k , eY

k , eZ
k )

T = (cos (γk + γi) cos (θk + θ j), cos (γk + γi) sin (θk + θ j),
sin (γk + γi))T ;

3. evaluate the slope estimates δ̂ψ
δx (x

ij
k ),

δ̂ψ
δy (x

ij
k ),

δ̂ψ
δz (x

ij
k );

4. using (3) and (5), obtain the Ak matrix and the Bk vector;
5. obtain the AUV position shift estimate ∆X̂k+1 with (6) and calculate the position

estimate X̂k+1 using (7).

7. DOA Measurement Position Estimation

Here, we propose algorithms for position estimation formulated on the UAV linear
dynamic model [65] and the external bearing-only measurements given by a passive
acoustic DOA estimation device [61]. Consider that we know the coordinates of the pre-
deployed stationary acoustic beacon XB = (XB, YB, ZB)

T . We assume that the bearing
vector (Figure 2) can be observed at any time instant tk:

Yk =

(
tan ϕk
tan λk

)
,

tan ϕk =
YB −Yk
XB − Xk

+ ε
ϕ
k ,

tan λk =
(ZB − Zk) cos ϕk

XB − Xk
+ ελ

k ,
(8)
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where Ek = (ε
ϕ
k , ελ

k )
T ∼ PEk ∈ P(0, Sε) is the i.i.d. random vector sequence independent

of Wk and X0. Assume that, as in the case of the noise in the state equation, the exact
distribution of these vectors is unknown [65].

The system of the vehicle motion and observations (8) can be written in the general
vector form:

Xk+1 = Φk(Xk, uk) + Wk,

Yk = Ψk(Xk) + Ek.
(9)

Xk

XB (beacon)

XB −Xk

YB − Yk

ZB − Zk

sea surface

λk

ϕk

x

y

z

Figure 2. Bearing to the point (beacon) with known coordinates XB.

The EKF is the most direct approach to filtering in a nonlinear system; however, some
disadvantages of EKF are well known. For example, a large deviation in initial estimation
usually leads to the fast divergence of estimates; moreover, this issue cannot be solved even
by such modern KF modifications as particle filter or UKF. For this reason, for a particular
problem, it can be more beneficial to use some specific features of the setting, and with
bearing-only observations, the pseudo-measurement and conditionally minimax nonlinear
filter (CMNF), which exploit such features, turn out to yield stable estimates. Below, we
demonstrate both of these approaches in the context of application to AUV navigation
based on the evolution of the sonar distance measuring map.

We propose new approaches that, in some cases, allow us to obtain a better quality
of estimation than direct linearization of the system. First, we give the transformation of
the observation Equation (8), which allows us to reduce the original problem to a form
in which the optimal filtering solution is also available in the form of a Kalman filter.
Second, we give a statement and solution of the CMNF problem for the initial nonlinear
model (9). This specific filtering approach allows data fusion of DOA measurements and
the dead-reckoning navigation system based on the acoustic distance measurements of the
seabed from Section 6.

7.1. Pseudo-Measurement Filter

We rewrite the observations (8):

(XB − Xk) sin ϕk = (YB −Yk) cos ϕk + ε
ϕ
k (XB − Xk) cos ϕk,

(XB − Xk) sin λk = (ZB − Zk) cos ϕk cos λk + ελ
k (XB − Xk) cos λk,

and then, at the left-hand side, we gather all the known or measured values:

XB sin ϕk −YB cos ϕk = Xk sin ϕk −Yk cos ϕk + ε
ϕ
k (XB − Xk) cos ϕk,

XB sin λk − ZB cos ϕk cos λk = Xk sin λk − Zk cos ϕk cos λk + ελ
k (XB − Xk) cos λk.

(10)
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The right-hand side is linear with respect to the system state Xk = (Xk, Yk, Zk)
T . At the

same time, it carries the additive noise with state-dependent covariance. Let us now
introduce the pseudo-measurement vector:

Y′k =
(

XB sin ϕk −YB cos ϕk
XB sin λk − ZB cos ϕk cos λk

)
and rewrite (10) in vector form:

Y′k = Ψ1
kXk + Ψ2

kEk, (11)

where

Ψ1
k = Ψ1

k(Yk) =

(
sin ϕk − cos ϕk 0
sin λk 0 − cos ϕk cos λk

)
Ψ2

k = Ψ2
k(Xk, Yk) =

(
(XB − Xk) cos ϕk 0

0 (XB − Xk) cos λk

)
The pseudo-measurement method is based on the idea that, in the case of linear

observations and system dynamics, an estimate gathered with a linear Kalman filter will
be linear-optimal [66]. Assuming that the noise Ψ2

kEk covariance is state-dependent, we
can evaluate or replace the estimate by an upper bound. In [51], we proposed a filtering
algorithm based on the pseudo-measurements. Its recurrence relations were obtained using
the unbiasedness of the previous step of estimate assumption. We can apply these relations
to the problem at hand:

X̃k = Φk−1(X̂k−1, uk−1),

K̃k = K̂k−1 + SW ,

K̄k = K̃kΨ1
k

T
(Yk)

(
Ψ1

k(Yk)K̃kΨ1
k

T
(Yk) + Ψ2

k(X̃k, Yk)SεΨ2
k

T
(X̃k, Yk)

)+
X̂k = X̃k + K̄k

(
Y′k −Ψ1

kXk
)

K̂k = (I− K̄kΨ1
k(Yk))K̃k

(12)

The above filter has a common Kalman structure: upon an update of bearing measure-
ments, all items are calculated recurrently. However, differing from the standard case, we
cannot solve the Riccati equation a priori since it includes estimate-dependent terms and
current measurement values.

7.2. Conditionally Minimax Nonlinear Filter (CMNF)

Suppose that functions Φk(·, ·), Ψk(·) and the feedback control uk = uk(Y0, . . . , Yk)
such that the state Xk and observation Yk first and second moments are finite. Bring in
two functions sets: base prediction αk(x, u) and base correction βk(x, y). Now, the CMNF
estimate will be given by the subsequent recurrent relations:

X̃k = Fkαk(X̂k−1, uk−1) + fk, Fk = cov(Xk, αk(X̂k−1, uk−1))×
cov+(αk(X̂k−1, uk−1), αk(X̂k−1, uk−1)),

fk = E{Xk} − FkE{αk(X̂k−1, uk−1)}
X̂k = X̃k + Hkβk(X̃k, Yk) + hk, Hk = cov(Xk − X̃k, βk(X̃k, Yk))×

cov+(βk(X̃k, Yk), βk(X̃k, Yk)),

hk = −HkEβk(X̃k, Yk),

(13)

Here, we have cov(x, y), which is the two random vectors x, y covariance matrix; A+ is the
matrix pseudo-inversion, and X̂0 = m0.

If, for all the random arguments in (13), the functions αk(·, ·) and βk(·, ·) have first-
and second-order moments, then there exists the CMNF estimate. Its minimax property
has the following form. If the CMNF estimate at the time instant tk−1 is X̂k−1, then the
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linear functions F ∗k (ξ) = Fkξ + fk,H∗k (ζ) = Hkζ + hk defined by (13) give the solution for
the following problem of minimax optimization:

F ∗k (·) = argmin
Fk(·)

max
P′k

E‖Fk(αk(X̂k−1, uk−1))− Xk‖2,

H∗k (·) = argmin
Hk(·)

max
P′′k

E‖Hk(βk(X̃k, Yk))− (Xk − X̃k)‖2,
(14)

where P′k ∈ P(EZ
′
k, cov(Z ′k,Z ′k)) is the set of all possible distributions of the compound

vector Z ′k = (Xk, αk(X̂k−1, uk−1))
T and P′′k ∈ P(EZ

′′
k , cov(Z ′′k ,Z ′′k )) is the set of all possible

distributions of the compound vector Z ′′k = (Xk − X̃k, βk(X̃k, Yk))
T .

A detailed description of the CMNF approach to estimating the state of nonlinear
stochastic systems, including a thorough justification of the fact that (13) is the solution
to the problem (14) and the existence of solution conditions (14), can be found in [67].
The following papers are devoted to the further application of the concept along with a
comparative numerical study [68–70]. Full detailed research is given in [65].

The CMNF estimate (13) being a minimax problem (14) solution indicates that, at each
time tk, it gives the minimum for the worst case (with respect to the a priori uncertainty in
the distributions P′k and P′′k ) of the mean square error of the prediction X̃k and the correction
X̂k. It should be noted that both X̃k and X̂k are unbiased estimates of Xk, and that these
estimates’ quality is known a priori:

cov(Xk − X̃k, Xk − X̃k) = cov(Xk, Xk)− Fk cov(αk(X̂k−1, uk−1), Xk),

cov(Xk − X̂k, Xk − X̂k) = cov(Xk − X̃k, Xk − X̃k)− Hk cov(βk(X̃k, Yk), Xk − X̃k).

Although Equation (7) completely defines the CMNF filter for a nonlinear stochastic
system in quite a general form (9), which actually spans the AUV navigation problem at
hand, there are two more questions to be considered in order to clear all the sides of the
practical CMNF application: the functions α(x, u), β(x, y), and the covariance calculation
in (13).

The selection of base prediction and correction functions α(x, u), β(x, y) depends
on the model, and it represents specific features of the nonlinear functions Φk(·, ·), Ψk(·).
The general option nonetheless is the prediction “by virtue of the system” and the correction
in the form of residual, which, in the case of the linear dynamical system and observations
model (8) with E{Wk} = 0 and E{Ek} = 0, has the following form:

αk+1(X̂k, uk) = Φk(X̂k, uk) = X̂k + Vk(uk)∆t,

βk(X̃k, Yk) = Yk −Ψk(X̃k).

In contrast to pseudo-measurement filtering and EKF, the CMNF approach offer an
easy means of INS and external measurement data fusion. The base prediction function
αk+1(X̂k, uk) can be chosen in the form of the estimate from the internal navigation sys-
tem (7). Finally, the CMNF estimate, obtained with the data fusion from the dead-reckoning
seabed sensing and external bearing-only measurements, is given by (13) with structure
functions

αk+1(X̂k, uk) = X̂k + ∆X̂k+1,

βk(X̃k, Yk) = Yk −


YB − Ỹk

XB − X̃k
ZB − Z̃k√

(XB − X̃k)2 + (YB − Ỹk)2

,

here, ∆X̂k+1 is the shift defined by (6) and the corresponding algorithm described in
Section 6.



Drones 2021, 5, 83 15 of 18

There is only one question left: the covariance matrices that are necessary to calculate
the linear estimator coefficients in (13). The general CMNF approach implies that, instead
of real covariances, their estimates obtained using Monte Carlo sampling are used.

The efficiency of the proposed algorithms, namely the conditional minimax nonlinear
filter and the pseudo-measurement filter, was experimentally evaluated. Details of the
modeling of pesudomeasurement and conditionally minimax filters are given in [65], and
the software code for modeling can be found in [71]. The tests show that in an ideal situa-
tion with good initial accuracy and observation conditions close to those for a linear system
(when the beacons are far away), the gain in the quality of the estimate and, consequently,
in the control characteristics for pseudo-measurement filter and the CMNF is inessential
compared to the standard extended Kalman filter. However, the proposed filtering algo-
rithms can demonstrate better qualities in less auspicious conditions; for example, when
one of the beacons is near the starting point of the path, the EKF diverges, but the proposed
filters remain stable. One more result is that linear filters (pseudo-measurements and EKF)
are very sensitive to the description of a dynamic model, and an inaccurate definition or
estimation of parameters also leads to divergence, and only the CMNF filter allowed us to
achieve a reasonable estimate/control performance.

8. Conclusions

The paper presents the principal directions in the area of underwater navigation for
AUVs. Since the most accessible means of external sensing is acoustic, we present various
approaches, which are used in combination with acoustic means with INS and correct
biases inherent to its functioning. In addition to the approaches well-presented in the
literature and practice of underwater research, we suggest a method that is an analog of
the optical flow known in the video navigation of the unmanned aerial vehicles. In this
method, the role of the video camera is played by sonar, and the image is formed as a
set of seabed distances. Of course, the methods inherent to the optical flow need further
improvement and cannot be directly applied, but this approach has already been developed
in our recent work.
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Abbreviations
The following abbreviations are used in this manuscript:

ADCP acoustic Doppler current profilers
AUV autonomous underwater vehicle
BL baseline
CMNF conditionally minimax nonlinear filter
DGPS differential GPS
DOA direction of arrival
DVL Doppler velocity logs
EKF extended Kalman filter
FLS forward looking sonar
GIB GPS intelligent buoy
GPS Global Positioning System
INS inertial navigation system
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KF Kalman filter
LBL long baseline
MS mother ship
OWTT one-way-travel time
ROV remotely operated vehicle
SAS synthetic aperture sonars
SBL short baseline
SINS strap-down inertial navigation system
SSBL super-short baseline
SV surface vessel
UAV unmanned aerial vehicle
UAPS underwater acoustic positioning system
USBL ultra-short baseline
WGS84 World Geodetic System 1984
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